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Abstract

We investigate a severe 1861 measles epidemic that affected 188 children in the German
village of Hagelloch. Efforts were undertaken to analyse and compare the importance
of households and classrooms as transmission grounds for measles. To do this we pro-
duced simulations under various stochastic binomial epidemic models, and estimated the
probabilities that infections occurred as a result of the various transmission pathways.
Model parameters were first estimated using classical means before moving to a Bayesian
approach with Markov Chain Monte Carlo (MCMC) methods. It was found that a model
accounting for classroom, household and general transmission, allowing for different in-
fection rates in different classrooms, produced the most accurate simulations. The corre-
sponding transmission probabilities led us to the conclusion that classroom transmission

was more significant than household transmission in the spread of the epidemic.
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1 Introduction

In 1861 a severe measles epidemic afflicted the children of the German village of Hagelloch.
The event was recorded in rich detail by a contemporary epidemiologist Dr Albert Pfeil-
sticker [1]. In comparison to the frequently very incomplete data sets by which we study
modern epidemics, the information we have on this particular outbreak is quite complete.
The specifics of the data ranges from the exact day each individual began experiencing
different levels of symptoms, to detailed demographic data including the classroom and

household each child was a part of.

The main area of interest of this report is in investigating the various ways in which in-
dividuals became infected. Specifically, we focus on comparing the relative significance of
household and classroom transmission in the spread of the epidemic. We do this in order
to better understand the ways in which measles spread through the village and to inform

effective infection control strategies.

To accomplish this, after introducing the data and some pathological background on
measles in Section 2, we formulate a general stochastic binomial epidemic model and state
relevant assumptions in Section 3. Following this, in Section 4, we identify household and
classrooms as significant staging grounds for the spread of measles via exploratory analy-
sis on the data set. Then, in Section 5 we fit a basic control model, and state an algorithm
for simulating epidemics under this model which we use to assess performance. Once we
have a control model which assumes general mixing of the entire population, we formulate
further models in Section 6 which account for additional classroom transmission and then
simulate epidemics under these models. Then, in section 7, we focus on modelling and
simulating the effects of household transmission before introducing the final most complex

model in Section 8 which allows for both household and classroom transmission.

Throughout the modelling sections we estimate the probabilities that each infection oc-
curred as a result of the various available transmission pathways and use Maximum Likeli-

hood Estimation (MLE) to estimate model parameters. Asymptotic assumptions related



to the classical approach to parameter estimation cast doubt on the conclusions we could
make. Therefore, in Section 9, this motivated a Bayesian approach to statistical inference
through the use of Markov Chain Monte Carlo (MCMC) methods which produced sim-
ilar, but more reliable parameter estimates. Initially, with the use of simulation results
and relevant transmission probabilities, we then concluded that classroom transmission
was a much more significant source of infection than household transmission. Specifically,
the extended classroom model from Section 6.2 produced the most accurate simulation
results, as this model allowed for the infection rates in the two classrooms to differ. This
was surprising; we expected the classroom-household model from Section 8 to produce the
strongest simulations as it allowed for more avenues of infection which more accurately
reflects reality. Therefore, in Section 9.3 we used the MCMC framework to produce a sen-
sitivity analysis on our model assumptions in order to check their validity. This analysis
exposed that we were using non-optimal values for the length of two stages of the measles
infection. Rectifying this, we found that the classroom-household model did then produce
the best simulations. Further, the transmission probabilities associated with the model
indicated that individuals in the population were on average more likely to be infected

due to classroom transmission than household transmission.



2 Background

Before we introduce the epidemic model and perform some exploratory analysis on the ob-
served epidemic, it is pertinent to introduce the data we have available and to understand

the history, transmission pathways and clinical features of measles.

2.1 The Data

We have data on the 1861 measles epidemic that severely affected the isolated village of
Hagelloch. This epidemic is of particular interest due to the completeness of the data
available; information was collected daily by Dr Albert Pfeilsticker and thus the entire
outbreak was recorded in detail [1]. Statistical analysis of infectious disease is often hin-
dered by a lack of complete data. Therefore it is important to exploit this dataset in
order to better understand transmission pathways and inform infection control strategies

for viral outbreaks.

Hagelloch had previously suffered a serious measles outbreak in the winter of 1847, thus
it is likely that only those individuals born after 1847 were susceptible to measles with
the rest of the population having immunity. This hypothesis is supported by the dataset.
The village had a population of 380 inhabitants; 197 were children, 188 of whom became
infected over the course of the outbreak. Of these infected individuals, 187 were aged
14 or younger, and thus were born after the 1847 epidemic, while one was aged 15 and
had avoided contracting measles previously [2]. Dr Pfeilsticker also provides information
about the 12 children under the age of 14 who avoided infection. Seven were infants and
presumably had placental immunity [3], four were kept totally isolated throughout the
epidemic, and the final child was an immigrant who had previously contracted measles
[2]. Thus we assume the entire at-risk population became infected over the course of the
epidemic. This is necessary as no information was collated on the uninfected population,
the vast majority of whom were very likely immune, or alternatively under strict isolation
and thus at no risk of infection. Therefore, we limit our population of interest to those

children in the village who did become infected.



We have a highly detailed table of information on our at-risk population of 188 chil-
dren. Information relevant to our purposes includes the date each individual exhibited
a fever, the date of rash eruption and the date of death (if applicable). Dr Pfeilsticker
also recorded demographic data such as the individuals name, age, sex, their household

number and location, and the classroom they attended.

PN NAME HN ~ AGE SEX PRO ERU CL DEAD HNX HNY
81 Maurer 1 12.00 1 44 47 2 91 87
128 Schneck 12 5.00 1 46 45 o 96 90
129 Schneck 12 4,00 2 48 50 o 96 90
149 Hipp 13 4.00 1 48 52 0 58 102 92
150 Hipp 13 0.50 1 54 58 0 102 92
161 Hipp 13 6.00 2 33 39 0 102 92

Figure 1: Typical lines from the dataset. PN = number associated with the individual
(1-188), NAME = family name, HN = household number (1-56), PRO = date of first
fever, ERU = date of rash eruption, CL = classroom number (0,1,2), DEAD = date of
death, HNX/HNY = coordinates of the household

Other less relevant data not shown here includes information on complications as a result
of other diseases, maximum fever temperature, the most likely individual behind each

infection and the day of maximum fever.

Within the village, children over the age of approximately 6 attended school. Those
between the rough ages of 7 and 10 attended “classroom 1”7 while those between the ages
of 11 and 15 attended “classroom 2”. These numbers are not exact; we do not have
a date of birth, rather an age rounded to the nearest 0.5, and thus some 10 year-olds
attend classroom 1 while others attend classroom 2, similarly some 6 and 7 year-olds
attend classroom 1 while others do not attend school at all. It is clear however that
school attendance, and more specifically, which classroom a child attends, is decided by
age. Each child is also assigned a household number representing their home; there are

56 households in the village and for each an (z,y) coordinate is given.



2.2 History of Measles

Measles is an acute viral infectious disease which first evolved from rinderpest, a cattle-
borne virus that in 2010 became only the second viral disease - after smallpox - to have
been globally eradicated [4]. The first systematic description, including its distinction
from other viral diseases such as smallpox and chickenpox, is credited to Persian physi-
cian Muhammad ibn Zakariya al-Razi who in the 9th century published The Book of
Smallpox and Measles [5]. It is believed that, at that time, measles outbreaks were rare
and the virus was not entirely adapted to humans. However, by the 12th century measles
had fully diverged from rinderpest and had become a distinct virus [6]. Measles is an en-
demic disease, this means it is continually present in communities with many individuals
gaining resistance. However, in populations previously unafflicted by measles, exposure

can be deadly'.

It is estimated that between 1855 and 2005, measles was responsible for the deaths of
over 200 million people worldwide [8] with 7-8 million children dying each year before the
development of the 1963 MMR vaccine [9]. The number of measles cases and resulting fa-
talities has dropped significantly in the last century. However, due to reduced vaccination
uptake in recent years, the WHO Strategic Advisory Group of Experts on Immunisation
concluded that “measles elimination is greatly under threat” and that “the disease has
resurged in a number of countries that had achieved, or were close to achieving, elim-
ination” [10]. Measles most severely affects developing countries with more than 95%
of measles fatalities occurring in countries with low per capita incomes and weak health

infrastructures? [10].

TIn 1529, measles was responsible for killing two thirds of the indigenous Cuban population who had

previously survived smallpox [7]
2In early 2019, a measles epidemic broke out in the Democratic Republic of Congo and by August of

2020 the outbreak was declared complete with a final death toll of over 7000 people; children under the

age of five represented 90% of fatalities [11]



2.3 Transmission Pathways

It is clear that developing effective infection control strategies by analysing measles out-
breaks and studying common transmission pathways is of vital importance, especially
with vaccination rates in developed countries falling. The first step in this process is un-
derstanding how measles is spread. Measles is an airborne disease which spreads quickly
from person to person via the exhalations, sneezes and coughs of an infected individual,

or by direct contact with their nasal or throat secretions.

Measles is highly contagious with more than 90% of individuals who share living space
with an infected person becoming infected themselves. The measles virus remains active
and contagious in the air and on infected surfaces for up to 2 hours [10]. However, it
does rapidly deactivate when exposed to heat or sunlight [12]. In fact, studies on the
SARS-CoV2 virus indicated that infection chance is massively reduced outdoors, in well
ventilated spaces, areas where close person-person contact is limited or in low-duration
encounters. Conversely, the highest rate of transmission is found indoors or in poor ven-
tilated areas, spaces where people are tightly packed and in encounters occurring over
several hours [13]. Fewer direct studies of this type have been undertaken on measles,
however the SARS-CoV2 and measles viruses have similar transmission methods and so

a comparison can be made with some confidence.

These findings suggest that the children of Hagelloch would have most likely been infected
while attending school or at home where they would have spent long periods of time in
tightly-packed, poorly ventilated indoor spaces; the perfect environment for measles to be

transmitted.

2.4 Clinical Features

Another area of significance when studying and modelling viral transmission is under-
standing the clinical features of the resulting disease, i.e. what are the properties of the

infection life-cycle and when is an infected person contagious.
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Once an at-risk individual has become infected by the measles virus, they enter an incuba-
tion period for an average of 10-12 days during which they do not experience symptoms.
Following this, they enter a prodromal phase which lasts an average of 3-4 days, but has
a large range of approximately 1-7 days. Prodrome is a medical term which indicates the
onset, of the early symptoms of an illness, for measles this is characterised by a fever and
a cough. The individual will then erupt into the distinctive rash which is characteristic of
a measles infection. This can last up to 5-6 days. If the individual recovers from the rash
they will gain immunity; it is highly unlikely that a person will be at risk of reinfection

by the measles virus [12].

It is important to note that an infected individual is not contagious until one day prior
to prodrome. They then remain contagious until 3-4 days into the eruption of the rash,
we denote this specific contagious phase as the eruption period. We also call the time

between infection and when an individual becomes contagious as the exposed period.

3 Binomial Epidemic Model

Now that we have an understanding of the history, transmission pathways and clinical
features of measles, we can introduce a model for epidemic spread among a population of
individuals, state relevant assumptions and define some terminology. Note that our pop-
ulation of interest is closed, i.e. a fixed group with no one leaving or entering. Individuals

are categorised in the following way:

Susceptible (S): currently healthy but could be infected,
Exposed (E): currently infected but not contagious,
Infective (I): currently infected and contagious,

Removed (R): currently immune, recovered or deceased.

Models with the progression
S—E—=I—=R

11



are called SEIR models; we only consider the discrete-time variant of these models.

We can use the clinical features discussed in Section 2.4 to assume a typical measles
infection timeline. Let E denote the length of the exposed period, x the length of the
prodromal period and d the length of the eruption period. We assume the exposed period
has a constant length of 10 days (E = 10), such that the incubation period (i.e. the time
from intitial exposure to prodrome) lasts 11 days. We also assume the eruption period
lasts 3 days (d = 3) and that the individual is removed immediately after this phase
ends. The length of the prodromal period can vary significantly, thus we do not assume
a constant length for x. Then, assuming an individual is contagious from one day prior
to prodrome until the end of the eruption period, the entire infective period has length
1 4+ o 4+ d days. Under these conditions a typical timeline of a measles infection is as

follows.

SUSCIGPUb'e Exposed Period (E) Eruption Period (d)

o | : — 43
1 2 3 4 5 6 7 8 91011 121314 1516 17

—

Prodromal Period (x) ~ Rémoved

Infective Period

Figure 2: A typical timeline of a measles infection, under our model using discrete-time,

with x = 3, E = 10 and d = 3. Note that each tick-mark represents a full 24-hour period

Because we are working with discrete-time, each tick mark in Figure 2 represents a full
day or 24-hour span. Therefore, a prodromal period of length 3, such as the one we see
in Figure 2, represents a full inclusive 3-day period. Informally, we are imagining that

this individual began to suffer from a fever at midnight on day 11 until midnight on day 14.

Under our model we assume that each individual is equally infectious throughout their

infectious period. In reality, this assumption is not entirely founded. Research into viral

12



transmission suggests that an individual’s infectivity varies during the infectious period
[14] and that an individual can even be more or less infective depending upon the viral
load they are exposed to [15]. However, making the assumption of constant and equal

infectivity of every individual greatly simplifies the model.

Now, consider a discrete-time model (t = 0, 1,2, 3...) of a measles epidemic in a population
of N individuals. For the observed epidemic we have N = 188. Then, at time t, we define

the following population statistics,

S(t) = number of susceptible individuals,
E(t) = number of exposed individuals
I(t) = number of infective individuals,

R(t) = number of removed individuals.

Note that that S(t)+ E(t)+1(t)+ R(t) = 188 for all ¢. Each susceptible at time ¢, remains
susceptible, i.e. avoids infection at time ¢ + 1 with some avoidance probability we denote
as Q(I(t)). That is, each at risk person avoids being infected with a probability that is a
function of the number of contagious people in the population. Then, under these model

assumptions, we have that

S(t+ 1) ~ Binomial(S(t), Q(I(t)),

We can calculate the population statistics S(t), E(t), I(t) and R(t) at each time t using
the data and our model assumptions. To see this, first recall that we know the date each
individual first exhibited a fever (i.e. prodrome) and the date that their rash erupted.
Then, using this knowledge and the assumption of constant exposed and eruption period
lengths (10 and 3 respectively) we can calculate the exact times when each individual was

susceptible, exposed, latent and removed.

13



Example:

Consider an individual who began prodrome on day 15 and whose rash erupted on

day 21.

Prodromal Eruption

0 24
I 1 2 3 4 5 6 7 8 91011 121314 151617181920212223|

We assume that the eruption period has length 3 and immediately following this
the individual is removed.

Removed
Prodromal Eruption Period |

0 | —

I 1 23 456 7 8 91011121314 1516171819202122232|4

Then, we assume each person is infective from one day prior to prodrome until the
end of the eruption period. Therefore this individual becomes infective on day 14
and stays infective until day 23.

Prodromal Removed
| Infective Period |

0 4
I 123 45 6 7 8 91011 121314151617181920212223I

14




Example (cont):

Additionally, we assume that each individual undergoes an exposed period of length
10 days which ends the day before they become infective. Thus the exposed period
must end on day 13 and begin on day 4. We also have that each individual is

susceptible before becoming exposed.

Susceptible Removed

— Exposed Period Infective Period |

0 4
I 12345678 9101 121314151617181920212223I

We have successfully calculated the entire timeline of this infection. The individuals

is susceptible until day 3, they are exposed on day 4 before becoming infective on
day 14. This contagious period lasts until day 23 and the following day they recover

and are considered removed.

\. J

By performing the above calculation for each individual in the data set we can calculate
our population statistics at each time t. Note that for each individual we make an assump-
tion of the date they recover and become removed. However, 12 of the 188 individuals
died during the course of the epidemic, these deaths all occurred following the eruption of
the rash. Thus, for these individuals we replace our assumed removal date with the date
of death. Now, all that is left to do is specify the avoidance probability Q(I(t)). There

are two common approaches to this.

Reed-Frost Model: Set Q(I(t)) = ¢'¥. This model assumes each susceptible indepen-

dently avoids infection from each infective with probability g.

q, I(t)>1

Greenwood Model: Set Q(I(t)) = . This model assumes that each
1, I(t)=0

susceptible avoids infection with probability ¢ as long as there is one infective in the pop-

15



ulation.

Intuition suggests that the more infectives you interact with, the more likely you are to
be infected, thus we proceed with the Reed-Frost model. Then, the binomial epidemic

model takes the form,

S(t +1) ~ Binomial(S(t), ¢'"),

We can interpret ¢ in the context of the epidemic as a parameter that represents general
mixing or interaction between individuals in the population. The smaller ¢ is, the more
likely individuals will be infected, and vice versa 2. A toy example of this model in prac-

tice can be seen below.

Example: Let [(0) = 3 and S(0) = 2. Then, we are interested in S(1), the
number of susceptibles at time 1. Using the model specified above, we have that

S(1) ~ Binomial(S(0), ¢/®) = Binomial(2, ¢*). Therefore,

P(S(1) = k) = (Sg))) ()" (1 = ¢*)*O7* = (i) ¢F(1- )

Then,

The only unknown left in this model is the parameter q. We want to estimate this
parameter so that we can perform epidemic simulations under this model. In this way we
can assess the accuracy and performance of the model by comparing the simulations to
the observed epidemic. However, before we proceed with this, it is of interest to perform

some exploratory analysis on the data set to gain further understanding of the epidemic

3Note that under the Reed-Frost model, p = 1 — ¢ = infection probability.

16



data under these new model assumptions and to see what our simulations should look

like.

4 Exploratory Analysis

We began by producing a plot of the population statistics under the model from Section

3 in order to get a sense of how the epidemic progressed.

200-
m 180-
g 160-
2 1 e
= Susceptibles
" 100- — Exposed
= 80- — Infectives
_g 60 — Removed
> 40-
< 20-

O-

0 10 20 30 40 50 60 70
Days
Figure 3: Plot of the population statistics S(t), E(t), I(t) and R(t) throughout the epi-

demic, assuming F = 10,d = 3

Figure 3 shows the progression of the epidemic over time in terms of our model population
statistics S(t), E(t), I(t) and R(t). By analysing the green line representing the number of
susceptibles, we can see that the epidemic initially spread slowly. By day 25 measles had
begun spreading much more quickly, with most of the population having been infected by
approximately day 38. From this point onwards the remaining susceptibles were infected
at a much lower rate. We can also see, by looking at the red line indicating infective in-

dividuals, that the epidemic appeared to progress in two waves. From day 30 to 40 many

17



individuals became infective, this number then dropped slightly for a few days before once
again rising quickly to a peak around day 50. We want our model to produce simulations

that closely match the shape of these observed population statistics.

In our model we make no assumptions of the length of the prodromal period z, instead we
we use our other assumptions and the observed prodromal and eruption dates to construct
infection timelines. However, when simulating an epidemic we will only know when each
individual was first infected. Therefore, in order to build the timeline, we need to assign
a prodromal period length for each infection. We could do this by assuming a constant
length, however, unlike the eruption and exposed periods, the length of the prodromal

period of measles can vary significantly (See Section 2.4).

o
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o _|
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o |
—
o - B —

Time (Days)

Figure 4: Histogram of the length of the observed prodromal periods

From this plot we can see that the most common observed prodromal period lasts 4 days,
with the mean also being approximately equal to 4. However, it can range in length
anywhere from 0 to 13 days. To simplify the model, we could make the assumption of a

constant prodromal period length, with the most obvious choice being 4. However this
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runs the risk of reducing the accuracy of our model as we would not be accurately reflecting
the reality that the length of the prodormal period can vary significantly from person to
person. Therefore, in order to best match the dynamics of the observed epidemic, rather
than assuming a constant length, we will sample with replacement from this set of observed

prodromal periods when we come to simulate under our model.

4.1 Classroom Transmission

Recall from Section 2.1 that we have access to data of the classroom that each individual
attended. We categorise those children who were too young to attend class, and thus
were not present at a physical location, as classroom 0. The remaining children were
separated into classroom 1 and classroom 2 based on age. The population in each of these
classrooms is not equal; there are 90, 30 and 68 individuals in classroom 0, 1 and 2 re-
spectively. In Section 2.3 we identified that the classroom was likely an area of significant

viral transmission and thus it is of interest to investigate this.

70-
D 60-
[
-
.'CSJ 50-
2 40 Key
— — Class 0
© 30 — Class 1
3 Class 2
O Hn.
c 20
-
Z 10-

/_/—/\/
O_ e o

0O 10 20 30 40 50 60 70
Days

Figure 5: Plot of the number of exposed individuals E(t) separated into classrooms,

assuming £ = 10,d = 3
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In Figure 5, we can see that the epidemic clearly spread through the various classrooms
in a staggered fashion. The children in classroom 1 were the first to be widely affected
with measles. The next widely affected population was those in classroom 2, followed by
classroom 0. We also highlight that the individuals in classroom 1 were all infected over
a much shorter time frame than the other two classes. These findings suggest that the
epidemic spread via the classrooms, as we would expect, and thus it is worth accounting

for classroom transmission in our modelling attempts.

4.2 Household Transmission

We also know the household that each individual was a part of. The village is comprised
of 56 households which contain an average of 3 individuals and range in size from 1 to
8 individuals. Because of the number of households and the relatively small populations
in each, it is infeasible to produce a plot such as Figure 5 that will allow us to assess if
household transmission is significant. Instead, recall that due to our model assumptions,
we have access to the timeline of each individuals state throughout the epidemic. Then,
by focusing in on a single household, we can overlap each individual’s timelines and assess
whether it was possible, under our model assumptions, that they were infected by a mem-
ber of their own household. Doing this for each household we can calculate the proportion
of infections that could have occurred due to household transmission, discounting the first

infection in each household.

20



Example:

Susceptible Removed
| Exposed Period P Infective Period |
0 i 1 L 1 8
I 1 23456 7 8 91011 121314151617|
Removed
I - - | ) Exposed Period , o InfectivePeriod |
0 Susceptible Period I ] | 1 59

I 123456 78 91011121314151617 18 192021 22232425262728|

Figure 6: Household of two individuals with overlapped infection timelines

Figure 6 represents a household with two individuals and displays their infection
timelines. We can see that the start of the first individual’s infective period predates
the start of the second individual’s exposed period. Therefore it is possible that the
second individual was infected by the first. Thus, for this specific household, the
proportion of new infections that could have occurred via household transmission

is equal to 1.

Calculating this proportion for each household and averaging gives a value of 0.310. There-
fore, we can say that approximately 31% of all infections where household transmission
was possible, could have occurred as a result of household transmission. This represents a
significant proportion of the total number of infections, suggesting that household trans-

mission may have been a significant factor in the spread of the epidemic.

4.3 Spatial Transmission

Recall that we also know the location of each household in the village of Hagelloch. Intu-
itively, we expect that the epidemic could have spread from household to household, with
distance playing a significant factor in influencing how individuals may have interacted in
the village. That is, the closer a household is to another household, the bigger the chance
their respective individuals will interact with each other, and thus the more likely it is
that they will have infected each other. This is difficult to capture precisely, but one way

we can attempt to see this is by clustering the households together into various groups
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based on distance, which we can then analyse for evidence of transmission. If we see sig-
nificant separation in when each cluster began to experience symptoms, then we may have
evidence that suggests that measles was spread inside these clusters. A good way to think
of what we are modelling here is that a child living in a small village might interact with

the children on their road more frequently than the children say, on the other side of town.
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Figure 7: Map of the households of Hagelloch
In order to investigate this, we need an algorithm that clusters the households together;
one example is the K-means clustering algorithm. Applying it to the households allows

us to partition them into groups which we can then analyse for evidence of transmission.

The K-means clustering algorithm works as follows:
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Algorithm 1: K-Means Clustering Algorithm [16]
Randomly choose the coordinates of K households, my, my,...mg without

replacement ;
Initialise K empty sets C, ..., Ck ;
1. for each household h; = (x;,y;) do
J=ming_y g |/h; —my||;
h;, € C};
end

2. for each m; do
1
m’i = W ZjEC]‘ hk
end

Repeat 1 and 2 until convergence

We have 56 individual households and we want to separate them into approximately
equal groups with enough individuals in each such that we can identify any transmission
patterns easily. Choosing K = 7, will output 7 groups consisting of an average of 8
households and approximately 26 individuals, depending on which initial households are
chosen. These clusters are big enough to take some time for measles to infect each
individual but small enough to allow us to conceptualise that a single individual might
interact with each person in the cluster on any given day. Applying the algorithm until

convergence produces the following clusters:
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Figure 8: Map of the household clusters of Hagelloch produced by the K-means clustering
algorithm with K =7

We can now use these clusters to investigate whether or not the epidemic appeared to
spread spatially. To do this we plot when each individual in each cluster started their
prodromal period, i.e. began to suffer from symptoms. If the individuals in cluster 1,
for example, began experiencing symptoms 20 days before all the individuals in cluster 2,
then we have evidence to say that measles may have been spreading inside these clusters

separately.
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Figure 9: Dotplot showing the prodromal dates of each individual coloured by the house-

hold cluster they belong to

From Figure 9, at least using this approach, we can surmise that there does not appear
to be a spatial component in the spread of the epidemic; each cluster seems to experience
infections over approximately the same time frame. If spatial transmission was a signifi-
cant factor in the spread of measles we would expect there to be more obvious separation
in when each cluster first began to notably suffer from measles, such as the pattern we

saw in our investigation of classroom transmission?.

5 Base Model

We can use our binomial model to produce simulations of the epidemic and assess the
strength of the fit to the observed epidemic. Before we proceed, we need to estimate ¢,
we can do this via Maximum Likelihood Estimation (MLE) on the likelihood function,

L(q) = H(ql(t)>s(t+1)(1 _ qI(t))(S(t)_S(H_l))'

t

4Note that we ran the clustering algorithm with a wide range of values of K and found no evidence

of spatial transmission in any case
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Note that we are only interested in maximising the likelihood, thus we have dropped the

constant combinatorial term. Now, taking logs, we find the log-likelihood,
log(L(g)) = > S(t + 1)I(t)log(q) + [S(t) — S(t + 1)]log(1 — ¢'®).
t

We can then optimise the log-likelihood numerically using the optim function in R. For
univariate functions, optim uses Brent’s method which is a hybrid root-finding algorithm
combining the bisection method, the secant method and inverse quadratic interpolation
[17]. Using this function gives us the estimate ¢ = 0.9929226. We also know that the
MLE is asymptotically normal for large n. Using this fact, and the approximate Hessian
produced by optim, we can calculate an approximate 95% confidence interval for this

estimate.
1
(03)

= 0.9929226 £ 1.96

G+ 1.96

(3799613)
= 0.9929226 + 0.00100551

With n = 188 observations, the asymptotic normality assumption should be fairly valid.
This estimate makes intuitive sense; we expect an avoidance parameter ¢ that is very
close to 1 such that the avoidance probability Q(I(t)) = ¢'® is not too small. If Q(I(t))

was very small, the epidemic would spread to the entire population very quickly.

5.1 Epidemic Simulation

The model is now fully specified. We state a simulation algorithm, recalling that we as-
sume the exposed period F has length 10, the eruption period d has length 3 and for each
prodromal period  we sample a value & with replacement from the observed prodromal

values.
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Algorithm 2: Basic Model Simulation Algorithm
Intialise S(0), 1(0), E(0), R(0), ¢, E, d,

Maximum epidemic length T’

for ¢t from 1 toT" do

S(t) = Bin(S(t — 1),¢!0-)

I=5(t—1)—S(t)

for t' fromt to (t+ E —1) do
| E()=E®)+1

end

for ¢ from 1 to I do
Z; = sample prodromal period length z

for t from (t + E) to (t + E + ; + d) do
| I(f) =1(t) +1
end

for t from (t+ E+2;+d+1) to T do
| R(t)=R(t)+1

end

end

end

This algorithm simulates an epidemic via nested for loops that increment on the various
population statistics over the course of the epidemic. We now produce simulations using

the algorithm in order to check the performance of our model.
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Figure 10: Plot showing 1000 simulated epidemics using the basic model with ¢ =

0.9929226, the average simulation and the observed epidemic

Each light grey line indicates a single simulation with the black dashed lines representing
the region enclosed by the 2.5% and 97.5% percentiles of these simulations. We can use
these figures to to assess how the model is performing by comparing the average simu-
lation in blue to the observed epidemic in red. The overall fit to the observed epidemic
is quite good. We can see from Figure 10d, which displays the number of removed in-
dividuals throughout the epidemic, that the average simulation is closely following the
observed epidemic. However, when inspecting Figure 10c, we can see that around day 40
the number of maximum infectives in the average simulation falls short of the observed
epidemic. Up until that point, the average simulation was closely fitted to the up and
down motion of the observed data. We also see a similar result in Figure 10b for the

number of exposed individuals.
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Despite these seemingly good results, the current model does not accurately represent
the transmission pathways that we expect were present in the observed epidemic, i.e.
the household and classroom transmission. Rather it assumes that the entire population
mixes with each other in an equivalent manner. As a result, under this model we do not
have the ability to observe the epidemic inside the classrooms and households; we could
have a good fit to the overall epidemic but be poorly representing what is going on inside

these sub-populations.

6 Classroom Models

We have evidence that suggests that classroom transmission was a significant factor in
the spread of measles throughout Hagelloch. This is motivation to include classroom

interaction in our binomial epidemic model.

6.1 Initial Classroom Model

We begin by separating the population into the three classrooms. At time ¢, with

1 =0,1,2, we have,

S;(t) = number of susceptibles in classroom 1,
E;(t) = number of exposed in classroom i,
I;(t) = number of infectives in classroom i.

R;(t) = number of removed in classroom i,

Note that Sy(t) + Si(t) + Sa(t) = S(t), similarly this holds for the infective, exposed
and removed populations statistics. Now, we retain the avoidance parameter ¢ which
represents general mixing in the population, however we introduce a further avoidance
parameter ¢. which accounts for interaction inside a classroom. Then, with this addition,

and under the previous general model assumptions, we have a two-parameter binomial
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model of the following form,

So(t + 1) ~ Binomial(Sy(t), ¢'®),
Si(t + 1) ~ Binomial(Sy(t), "1 g0 +20),

Sy(t + 1) ~ Binomial(Sy(t), g2t gt ®O+2®),

c

Note that because class zero individuals are too young to attend a physical classroom, we
do not include a parameter for classroom spread in the binomial model for Sy(t +1). A

toy example of this model in practice can be seen below.

Example: Let I,(0) = [,(0) = I(0) = 1 and Sp(0) = S1(0) = 55(0) = 2. We
are interested in Sp(1), S1(1) and Ss(1), i.e. the number of susceptibles in each

classroom at time 1. Using the model specified above, we have that

So(1) ~ Binomial(Sy(0), ¢'®?) = Binomial(2, ¢*)
S1(1) ~ Binomial(8;(0), ¢/*@¢0©+20)) — Binomial(2, g.¢?)

Sy(1) ~ Binomial(S5(0), g2 ¢ O+2©)) — Binomial(2, ¢.¢?)

Note that Sp(1) here is equivalent to the example we saw in Section 3. We can also
see that, in this example, S1(1) and S3(1) use an equivalent model. Focusing on

S1(1), we have that

Pisi) = b = (

Then,

The unknown quantities here are ¢ and ¢., all that remains to do is estimate them via
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maximum likelihood estimation on the likelihood. Firstly we have

Lo(q,4c) = H(ql(t))SO(t“)(l _ g 0)(SO=So(t+1))

t

Li(q,q.) = H(q?(t)qlo(t)+12(t))51(t+1)(1 _ qgl(t)qfo(t)+12(t))(Sl(t)—sl(tﬂ)),
t

Lz(q, CIc) — H<q£2(t)q10(t)+h(t))52(t+1)(1 _ qu(t)qfo(tﬂfl(t))(52(1‘/)*52(“1)),

t

as the likelihoods for each individual classroom. Then,

L(Q? qc) = LO(Qa QC)Ll <Q7 QC)L2<C]7 QC)a

represents the likelihood for the overall population. Now, taking logs we have,

log(Lo(q, qc)) = Z So(t +1)Io(t)log(q) + (So(t) — So(t + 1)) log(1 — qIO(t))’

log(L1(q, qc)) 251 t+1)[(Lo(t) + I2(t)) log(q) + L1(t) log(qc)]

+(S1(t) = Si(t+ 1)) log(1 — g* Vg0,

log(La(q, qc)) 282 t+ D[(Lo(t) + 11(t)) log(q) + L (t) log(ge)]
+ (Sa(t) — Sa(t + 1)) log(1 — g2 glo®+®)),
Finally, the overall log-likelihood is as follows,

log(L(q, qc)) = log(Lo(q, qc)) + log(L1(q, qc)) + log(La(q, qc))-

We can once again maximise the log-likelihood numerically using the optim function in
R. For multivariate functions optim uses the Broyden—Fletcher-Goldfarb—Shanno (BFGS)
algorithm. This is an iterative optimisation method that works by determining an ascent
direction (towards the maximum) by preconditioning the gradient with curvature infor-
mation. This information is obtained by gradually improving an approximation to the
Hessian matrix of the cost function. The Hessian matrix itself is found via a gener-

alised secant method on the gradient [18]. Using this function provides the estimates
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q = 0.9952665 and ¢. = 0.9646576. Once again, using the asymptotic normality of the
MLE and the approximate Hessian produced by optim, we can calculate an approximate

95% confidence interval for these estimates.

G+ 1.96
(07)

= 0.9952665 + 1.96

1
(4822534.20)

= 0.9952665 + 0.0008925209

ot 1.96——
(03.)
1
= 0.9646576 £+ 1.96— ——
(35499.96)

= 0.9646576 4= 0.00670306

These estimates make intuitive sense, we have that ¢. < ¢, this indicates that an individ-
ual is more likely to be infected inside a classroom than outside it, which corroborates the
research on viral transmission from Section 2.3. We also note that the confidence interval
for g is a factor of 10 smaller than the confidence interval for g.. This is unsurprising as

there are fewer individuals of age to attend school than in the total population.

We are now in a position to state a simulation algorithm and then produce simulations.
However, now that we have a model with two transmission pathways, we can estimate
the proportion of infections in the observed epidemic that occurred via these pathways.
This will give us insight into the significance of classroom transmission in the spread of

the measles epidemic.

6.1.1 Transmission Probabilities

We are interested in knowing how significant the various transmission pathways discussed
in Section 2.3 are to the evolution of the epidemic. One way to quantify this is to calculate
the probability, under our model, that an infection came from a particular source. More

specifically, we would like to know the probability that given an infection occurred, it was
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a sole result of classroom transmission. That is, we want to find
P(Classroom Infection|Infection).

Then, by using the Kolmogorov definition of conditional probability, the above is equiva-

lent to,

P(Classroom Infection N Infection)
P(Infection) '

By noting that an infection as a result of classroom non-avoidance is an event that is a
subset of the infection occurring in the first place, we have that the above is equivalent

to,

P(Classroom Infection)
P(Infection)

Now, the probability of a classroom infection is equivalent to the probability that the
susceptible avoids infection as a result of general transmission, but fails to avoid infection

due to classroom transmission. Thus the above probability is equivalent to,

P(General Avoidance N Classroom Non-Avoidance)
P(Infection) '

Finally, under the Reed-Frost model, we assume each susceptible independently avoids

infection from each infective. Therefore we have that,

P(General Avoidance)P(Classroom Non-Avoidance)

P(Classroom Infection|Infection) = P(Infection)
nfection

Note that under our binomial epidemic model, we are not explicitly modelling who-
infected-whom and in particular, it is possible that two or more individuals can “infect”
the same susceptible on any given day. Instead, here we estimate the probability that an
infected individual failed to avoid at least one infective inside their classroom while simul-
taneously successfully avoiding the rest of the infective population outside the classroom.
In this way we can get a sense of how many infections occurred as a result of classroom

transmission. This is best understood through the use of a toy example.
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Example: Consider a population consisting of a single susceptible individual who
attends classroom 1 and two infectives; one who attends classroom 2 and the other,
classroom 1. We are interested in finding the probability that, given an infection
occurred, the susceptible avoided the class 2 infective but failed to avoid the class

1 infective.

Class 1

Class 2

Figure 11: Visualisation of this event

The above figure represents this state; the red line shows an infection and the green

line shows an avoidance. Then,

P(General Avoidance) P(Classroom Non-Avoidance)  q(1 — q.)
P(Infection)  1-gqq.’

where we have that,

P(Infection) = 1 — P(Avoids Infection)
= 1 — P(General Avoidance N Classroom Avoidance)

=1-qqc

Now, consider an individual who attends classroom 1. The probability that this individual

is infected at time t + 1 as a direct result of classroom transmission is the following,
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P(General Avoidance)P(Classroom Non-Avoidance) ¢ +20)(1 — gy

P(Infection) 1 — glo®+L® gh®

Similarly, for an individual who attends classroom 2,

P(General Avoidance)P(Classroom Non-Avoidance) ¢ +h®)(1 — qu(t))

P(Infection) 1— qfo(t)+11(t)qg2(t) '

Note that this is not valid for individuals in classroom 0. Under our model they do not
undergo the same classroom interactions and thus the probability they are directly in-

fected due to classroom transmission is zero.

Now, we can calculate this probability for each infection in the observed epidemic and
then average to calculate the overall proportion of infections that occurred as a direct
result of classroom transmission. We find that, under this model, approximately 36.5% of
the total infections in the Hagelloch epidemic occurred as solely due to classroom trans-
mission. Restricting our attention to just those infections where classroom transmission
was possible, i.e. discounting those individuals too young to attend a classroom, this

proportion rises to 71%.

Using a very similar probability framework discussed above, we can calculate the probabil-
ity that an infection occurred due to only general transmission. Note that for individuals
in classroom 0 this probability is equal to one as they only undergo general interactions.
Performing this calculation for each infection and averaging gives us that approximately
61% of total infections were a result of general spread. However, restricting our attention
once again to only those infections where classroom transmission was possible, we find

that in this case only 26% of infections were a direct result of general transmission.

These figures tell us that classroom transmission was an incredibly significant factor in

the spread of the epidemic, with a large percentage of the infections occurring, under
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this model, as a direct consequence of classroom spread. This is in line with the research
on viral transmission from Section 2.3 and reinforces our decision to include classroom

avoidance parameters in the model.

By noting that the proportions of general infections and classroom infections must add
to 100%, we can infer that 2.5% of the overall infections occurred due to both general
and classroom transmission, and restricting our attention once again to just classrooms,
this becomes 3%. The idea that an individual can be infected due to both forms of
transmission does not make much intuitive sense. Another way to think of this, for
example by looking at the whole population, is that on the day of their infection 2.5% of
individuals failed to avoid at least one infective both inside and outside their classroom.
Therefore they would have been infected on that specific day regardless of the presence
of classroom transmission. Conversely, 36.5% of individuals would have avoided infection

at their respective time if not for classroom transmission.

6.1.2 Epidemic Simulation

The model is now fully specified. We have coded the following simulation algorithm,
recalling that we assume the exposed period F has length 10, the eruption period d has
length 3 and for each prodromal period x we sample a value & with replacement from the

observed values.
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Algorithm 3: Classroom Model Simulation Algorithm
Intialise Sy(0), S1(0), S2(0),

15(0), 11(0), 1(0),
Eo(0), £1(0), £2(0),
Ro(0), R1(0), R2(0),
4,4, E,d

Maximum epidemic length T’
for t from 1 to T do
So(t) = Bin(Sy(t — 1), ¢'*), Iy = So(t — 1) — Sy(t)
Si(t) = Bin(S, (t — 1), g0t DDy [ = G (¢ — 1
Sa(t) = Bin(Sy(t — 1), gl D+0=Dg0) 1f) — St — 1
for k from 0 to 2 do
for ¢’ fromt to (t+ E —1) do

| E(t) = Ey(t) + I

end

for ¢ from 1 to I, do

Z; = sample prodromal period length x

for t from (t+ E) to (t + E + 1; + d) do
| L) = L(l) + 1

end

for ¢ from (t+ E+3;+d+1) toT do
| Ri(f) = Re(f) +1

end

end

end

end

Using the above algorithm we can generate epidemics under this classroom model. Note
that in the observed epidemic, the first infective on record attended classroom 2 and so

we initialise the simulations as such.
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Figure 12: Plot showing 1000 simulated epidemics using the initial classroom model with

q = 0.9952665, q. = 0.9646576, the average simulation and the observed epidemic

It is difficult to tell if this is an improvement on the simulation results under the base

model from Section 5 Figure 10. Despite this, the average simulation does retain a strong

fit to the observed epidemic.

However, the main area of interest with this model is

observing the epidemic inside the physical classrooms. This way, we can see if the model

simulations accurately capture the significant classroom transmission we observe.
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Figure 13: Plot of the removed statistic R(¢) in each classroom showing the 1000 simulated
epidemics using the initial classroom model with ¢ = 0.9952665,q. = 0.9646576, the

average simulation and the observed epidemic

From these figures which focus on the two classrooms, we can see that this model is per-
forming quite poorly. Figure 13a highlights that the spread of the epidemic in classroom
1 is too slow while conversely, in Figure 13b, the epidemic is progressing too quickly. This
highlights a flaw in the model formulation; we assume that the avoidance parameter for
each classroom interaction is the same no matter which classroom the interaction is oc-
curring in, namely ¢.. In fact, when we focus on the observed epidemic in each figure, we
can see that measles spread much quicker in classroom 1 than classroom 2. This suggests
that using two parameters, one for each classroom, to account for classroom transmission

could produce stronger results.

6.2 Extended Classroom Model

The previous simulation results suggest that using just one parameter ¢. to represent
interactions in both classrooms is a bad idea due to the varying rate of infection we see
in classroom 1 and 2. Thus we introduce two avoidance parameters, ¢; and ¢, in place
of q., for interactions in classroom 1 and 2 respectively. Then, under the same previous

model assumptions, we now have the three-parameter binomial epidemic model,
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So(t + 1) ~ Binomial(Sy(t), ql(t)>
S1(t + 1) ~ Binomial(5; (), q{l(t)qIO(t)HQ(t))

Sy(t + 1) ~ Binomial(Sy(t), g2 g (O +12(0))

The unknown quantities here are ¢, ¢; and ¢o. Once again, we can proceed by maximum

likelihood estimation . Firstly we have,
LO(Q) q1, QZ) = H P(So(t + 1)‘Sﬂ(t)7 I(t))

Y

_ H So t+1 _ qI(t)>(So(t)fSO(t+1))

Li(q, a1, ¢2) = HP (S1(t + 1)[S1(2), Lo(t), Iu(£), 12(t))

= [ (g Vgl @+=0)S:t+D (1 gl O glo@+12(0))(S1(0=Su(t+1)

91 'q

9

Lo(q, q1,42) = HP Sa(t +1)52(t), Lo(t), 11(t), I2(t))

= [ (g2 g+ 1 0) S0 (1 — 20 O +R D) (S0 -S2(41),
Then, the overall likelihood is as follows,

L(q,q1,92) = Lo(q, 41, 92) L1(q, 41, q2) La(q, @1, q2).-

Now, taking logs, we have

log(Lo(q, q.)) = Z So(t + 1)Io(t) log(q) + (So(t) — So(t + 1)) log(1 — ql()(t))7

log(L1(q,q1,42)) 251 (t + D[(Lo(t) + Ix(t)) log(q) + 11(t) log(q1)]

-+ (Sl (t) — Sl (t + 1)) 10g(]_ _ qfl(t)qlo(t)—i-lg(t))’

log(La(q, q1,q2)) 252 (t + D[(Lo(t) + L1(t)) log(q) + I2(t) log(gz)]

+ (Sa(t) = Syt + 1)) log(1 — g52®glo®+1(0)y,
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Finally, the overall log-likelihood is the following,

log(L(q, q1, Q2)) = log(Lo(q, qi, Q2)) + log(Ll(Q7 q1, Q2)) + log(LQ(q, q1, C]z))'

Maximising with the BFGS algorithm gives the estimates: ¢ = 0.9951997, ¢; = 0.8285551
and ¢o = 0.9765360. These results are what we might expect, i.e we have ¢; < ¢ < ¢,
which indicates an individual would be more likely to be infected in classroom 1 than
classroom 2 than in the general population. This reflects our observations from the pre-
vious section. We also note that this finding makes perfect sense when we consider the
age groups of each classroom; it is very likely that those individuals in classroom 1, who
were between the ages of 7 and 10, would be in more frequent physical contact with each

other in comparison to those in classroom 2 who were aged between 11 and 15.

Using the approximate Hessian matrix and the asymptotic normality assumption of the

MLE we can produce an approximate 95% confidence interval for each estimate.

1
G+1.96
(03)
1
= 0.9951997 + 1.96
\/(4737087.254)

= 0.9951997 4= 0.0009005345,

1
(03,)

= (0.8285551 +=1.96

G1 £1.96

1
1/(1038.70)
= 0.8285551 + 0.06081507,

1
(0%)

= 0.976536 £ 1.96

Go & 1.96

1
V/(57506.48)
= 0.976536 == 0.008173304.

The confidence interval for ¢; is a factor of 10 wider than the interval for g, which is itself

a factor of 10 larger than the interval for ¢. This is unsurprising as we have an increasing
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number of observations for each estimate; for classroom 1 we have just 30 individuals.
With such a small amount of data, we are more and more uncertain of our estimates and

the normality assumption becomes less and less valid.

6.2.1 Transmission Probabilities

Now that we have introduced separate avoidance parameters for each classroom, it is of
interest to recalculate the transmission probabilities in order to get a better sense of the
importance of classroom transmission in the spread of the epidemic. To do so, we use the

same approach as in Section 6.1.1.

Consider a susceptible individual in classroom 1, the probability that this individual is

infected at time ¢t + 1 as a direct result of classroom transmission is the following,

P(General Avoidance)P(Classroom Non-Avoidance)  ¢P®+2(0(1 — )

P(Infection) 1— qlo(t)+12(t)q{1(t) '

Similarly, for an individual in classroom 2 we have,

P(General Avoidance)P(Classroom Non-Avoidance) ¢ +h®)(1 — gy

P(Infection) 1— qu(t)+Il(t)q£2(t) '

For a class 0 individual, the probability they are infected due to classroom transmission is
zero as the model assumes they do not undergo the same classroom interactions as class

1 and 2 individuals.
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Example: Consider the following population, S1(0) = 1,1,(0) = 1,1,(0) =
2,15(0) = 1. We are interested in finding the probability that, given an infection

occurred, it was a sole result of classroom transmission.

Class 1

Class 2

Figure 14: Visualisation of one of the possible events where a susceptible individual

is infected solely due to classroom transmission

The above figure represents one possible occurrence that satisfies our requirements;
the suscpetible individual fails to avoid both infectives inside their classroom but
does avoid the infective in class 2 and the general population. There are two further
possibilities where the susceptible avoids one of these infectives but not the other
and vice versa. In total, the three possibilities make up the state space of our

probability of interest, which is calculated below.

P(General Avoidance)P(Classroom Non-Avoidance)  ¢*(1 — qf)
P(Infection) 1-q2¢

where we have that,
P(Classroom Non-Avoidance) = 1 — P(Classroom Avoidance)
=1- Q%a
and,
P(Infection) = 1 — P(Avoids Infection)
=1 — P(General Avoidance N Classroom Avoidance)

=1-¢’q.
43




Now, as in Section 6.1.1, we can calculate these probabilities for each infection in the
observed epidemic and then average to calculate the overall proportion of infections that
occurred as a direct result of classroom transmission. We find that, under this model, ap-
proximately 37.5% of the total infections in the Hagelloch epidemic happened as a result
classroom transmission. This is very similar to the previous model. However, when we
restrict our attention to just those infections where classroom transmission was possible,
we now find that 91% and 62% of individuals in classroom 1 and 2 respectively were

infected solely due to transmission inside their classes®.

We can see a large difference in the infection source between classroom 1 and classroom
2 individuals. In particular, for classroom 1, we see a significant rise from the results of
the previous model. This reflects the observed epidemic much more closely. We have seen
that once an individual in classroom 1 was infected, the epidemic then spread through
the remainder of the class in a few days. This suggests that classroom transmission was
very much responsible for the infection of classroom 1 individuals. In comparison, the
virus took much longer to work through the classroom 2 population, this indicates that
the virus probably did not spread as much via classroom 2. We see this reflected in the
transmission probabilities where a significant percentage of classroom 2 individuals were

infected due to general transmission, not classroom transmission.

6.2.2 Epidemic Simulation

The model is now fully specified and we can use a very similar algorithm to what we saw

in Section 6.1.2 to produce simulations of the epidemic.

5We can also once again calculate the probability that an infection occurred as a singular result of
general transmission. We get that approximately 61% of total infections were a result of general spread;

comparatively this represented only 7% and 35% of infections within classroom 1 and 2 respectively
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Algorithm 4: Extended Classroom Model Simulation Algorithm

Intialise S,(0), S1(0), S2(0),
15(0), 1:(0), 15(0),

Ey(0), £1(0), E2(0),

Ro(0), R1(0), R2(0),
40,90, E,d,

Maximum epidemic length T’

for t from 1 to T do

So(t) = Bin(Sy(t — 1), ¢"V), Iy = So(t — 1) — Sy (1)

Sy (t) = Bin(Sy (t — 1), glot=D+=0n 0=y 1 f— 6 (1 — 1) — Sy (t)
Sa(t) = Bin(Sy(t — 1), gl D+0=Dg ") 1f) — St — 1) — S(t)
for k from 0 to 2 do

for ¢’ fromt to (t+ E —1) do
| E() = Bi(t) + I
end

for ¢ from 1 to I, do
Z; = sample prodromal period length x

for t from (t+ E) to (t + E + 1; + d) do
| Li(f) = Li(f) + 1
end

for ¢ from (t+ E+3;+d+1) toT do
| Ri(f) = Re(f) +1

end

end

end

end
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Figure 15: Plot showing 1000 simulated epidemics using the extended classroom model
with ¢ = 0.9951997, ¢; = 0.8285551, g2 = 0.976536, the average simulation and the ob-

served epidemic

There does not seem to have been a significant improvement in the average fit to the overall
observed epidemic in comparison to the previous model. Despite this, the simulations do
appear to be more consistent; fewer simulations stray very far from the mean than in
the previous simulation. This is likely due to the decreased avoidance probability in
classroom 1 ensuring that the epidemic progresses and doesn’t spend a lot of time gaining
steam. However, once again we are more interested in seeing what is going on inside the

classrooms.
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Figure 16: Plot of the removed statistic R(t) of each classroom showing the 1000 simulated
epidemics using the extended classroom model with ¢ = 0.9951997, ¢; = 0.8285551, ¢» =

0.976536, the average simulation and the observed epidemic

In comparison to the results from the first classroom model, this is a huge improvement.
The observed epidemic in each case is firmly within the 95% region of the simulations
with the average simulation much more closely fitted. We can see however, particularly
with classroom 1, that the average simulation is not perfect. In Figure 16a it is clear that
the simulated epidemic is not accurately capturing the infection rate within the class 1
population. Similarly, in Figure 16b we can see that the simulated epidemic progresses
at the correct pace at first, but does not accelerate in the same way that the observed
epidemic did. One possible explanation for this is that we are missing a transmission
pathway; in particular we have yet to introduce household transmission to the epidemic
model. Introducing this factor could result in simulations that more accurately represent

the observed epidemic and in particular, the classroom sub-populations.

7 Household Model

We have seen evidence from the exploratory analysis in Section 4.2 that household trans-
mission was likely a significant factor in the spread of the epidemic. We have also observed
from the extended classroom model simulations that the epidemic is not spreading at the
pace that we would expect and that introducing another transmission vector could be a

solution to this. Before we do this, it is worth exploring a model with just household and
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general transmission to isolate the impact of household spread.

Instead of separating the population into the fifty six households and working with a
susceptible population statistic for each, we instead work with the individuals separately.
This decision was taken for ease of writing and is an equivalent approach. Consider each
individual, = 1, 2, ..., 188, then at time ¢ we define the following function,

. 1, if individual 7 is susceptible at time ¢

Si(t) =

0, otherwise

Note that S(t) = Sy (t) + Sa(t) + ... + Siss(t). For each individual 4, we also define I, (t)
to be the number of infectives in the household of individual ¢ at time ¢. Now, let ¢
and gy represent the avoidance parameter for interaction outside and inside a household,
respectively. Then, under the previous model assumptions and the addition of qg, we

have that,

Si(t+1) ~ Bernoulli(qffi(t)qf(t)fIHi (®))

Y

that is,

1, with probability g q/®=1u,®

A

Si(t+1) =
0, with probability 1 — g,Vq/O=Tm®).

Example: At time ¢ = 0, consider a population with one susceptible (i = 1),

and three infectives, one inside and two outside the susceptible’s household. Then,

S1(0) =1, I(t) = 3, I, (0) = 1 and we have that,

S1(1) ~ Bernouﬂi(qg{i (O)QI(O)JH"(O)) = Bernoulli(grq®),

that is,
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The only unknown quantities are ¢ and qp, we can estimate these once again by maximum
likelihood estimation. Before we do this, note that an individual can avoid infection many
times but only be infected once. Therefore the model specified above for S (t) is only valid
for the time up until and including the day the individual is infected. Thus, we let t; be

the time at which individual 7 is infected, and the likelihood function is then as follows,

Iy (t _ _g.
L(q, qu) HH I(t) In, (t))S(t—i—l)(l q;Z()qI(t) IHZ.(t))(l Si(t+1)).

v t<t;

Then the log-likelihood has the form,
log(L(q, qmr) = > > Si(t + 1) log(gp g’ O~1m®) 4 (1 - 5t + 1)) log(1 — g+ g/~ 1m®)
i t<t;

=35 Silt + V)Ln, (1) loglar) + (I(t) — I, (1) log(q)]

i t<t;

+ (1= Si(t+1)) log(1 — gV g 0-Tm, ),

We can optimise this using the BFGS algorithm to get the following estimates and ap-

proximate 95% confidence intervals,
1
(03)

= 0.9938498 £ 1.96

G+ 1.96

1
(4103170.09)

= 0.9938498 £ 0.000967601

G +1.96
(05,)

= (0.8581391 +1.96

1
(399.3447)

= (0.8581391 £ 0.06535713

These estimates reflect our research from Section 2.3. With ¢y < ¢, you are more likely
to be infected inside a household than outside. We also note that the confidence interval
for qy is a factor of 100 wider than the interval for q. This is due to the comparatively
small sample size of infections where household transmission was possible in the observed

epidemic. With such small sample sizes, the asymptotic normality assumption of the
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MLE is also seriously called into question and the accuracy of the 95% confidence interval

is doubtful.

7.1 Transmission Probabilities

We are interested in knowing how significant household transmission was as a pathway to
infection in the observed epidemic. We use a very similar argument to that from Section
6.1.1 to derive the general expression for the probability that an indivudal ¢+ was infected

at time £ + 1 as a direct result of household transmission,

General Avoidance)P(Household Non-Avoidance)

P
P(Household Infection|Infection) = ( P(Infection)
nfection

_ Iy (t
' O=Tm (1 — q;ﬂ >>

1— qI(t)—IHi(t)qgfi(t) ’
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Example: Consider a population consisting of a single susceptible (i = 1) in a
household and five infectives; two inside the household and three outside. That is,
51(0) = 1,14,(0) = 2,1(0) = 5. We are interested in finding the probability that,

given an infection occurred, it was a sole result of household transmission.

Household 1

Figure 17: Visualisation of one of the possible events where the susceptible individ-

ual is infected solely due to household transmission

The above figure represents one occurrence in the state space of possible events

where the individual is infected as a direct result of household transmission. Then,

P(General Avoidance)P(Household Non-Avoidance)  ¢*(1 — qF)
P(Infection) o 1-gqy

where we have that,

P(Household Non-Avoidance) = 1 — P(Household Avoidance)
=1- Q?{J
and,
P(Infection) = 1 — P(Avoids Infection)
= 1— P(General Avoidance N Household Avoidance)

=1-¢’q%.
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Now, we can calculate this probability for each infection in the observed epidemic and
then average to calculate the overall proportion of infections that occurred as a direct
result of household transmission. Doing so, we find that approximately 13% of the total
infections were a result of just household spread. Conversely, 85% of infections under this
model occurred due to general transmission, and therefore we can infer that 2% were a
result of both. When compared to the percentages we saw in Section 6.1.1 and 6.2.1,
the proportion of direct household infections seems quite low, however when you consider
that the average household was inhabited by only 4 people, and the overall population
consisted of 188 individuals, the chance that any one of these individuals would have been

infected by a member of their own household would be relatively small.

Restricting our attention to just those infections where household transmission was pos-
sible, we find that approximately 48% of these occurred due to household transmission.
Comparing this number to the results from performing a similar calculation in the ex-
ploratory analysis in Section 4.2, we find that this model appears to actually be over
representing the number of household infections. This could be due to the large uncer-
tainty we have for our value of ¢g; it may be that a larger value of ¢y would be more

appropriate here.

7.2 Epidemic Simulation

We can now state an algorithm that will allow us to simulate epidemics under this fully

specified household model.
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Algorithm 5: Household Model Simulation Algorithm
Intialise S;(0), 55(0), ..., S1s5(0), E(0), I(0), I17,(0), I, (0), ..., I1,. (0), R(0),

q,qm, . d,

Maximum epidemic length T’

for t from 1 to T do

for i from 1 to 188 do

if S@<t) =1 then

Sz(t) = Bernoulli(q?i (t_l)qf(tfl)fIHi (t-1))
if gz(t) =0 then

for ¢’ fromt to (t+ E — 1) do
| E{l)=E{)+1

end
Z; = sample prodromal period length x

for t from (t+ E) to (t + E + 1; + d) do
I(t)=1I(t)+1
Iy (t)=1(t) +1

end

for t from (t+ E+ &; +d+1) to T do
| R(t)=R(t)+1

end

end

end

end

end

In the observed epidemic, the first infective individual was a part of the fifth household
which had eight inhabitants. Using these initial values we produced 1000 simulations of

the Hagelloch measles epidemic.
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Figure 18: Plot showing 1000 simulated epidemics using the household model with ¢ =
0.9938498, qiy = 0.8581391, the average simulation and the observed epidemic

This model has produced simulations that have an overall worse fit to the observed epi-
demic than the classroom and base models. We can see that the average simulation
initially follows the observed epidemic closely, similarly near the end of the epidemic we
also have a strong fit. However, under this model, the middle phase of the epidemic when
most infections are occurring is not being accurately reflected. Specifically, there are too
many infections too quickly; in Figure 18c we can see the two waves discussed in the
exploratory analysis, however the first wave is much too large and then, due to having a

capped number of individuals in the population, the second wave is too small.

These findings could suggest that our MLE for gy is too small, and as a result the epidemic
is spreading too quickly. Our relative uncertainty of the value of gy is a factor here; due

to small sample sizes estimating qm accurately is difficult. Alternatively, it could be the

o4



case that including household transmission in our binomial model is itself not an accurate
representation of the infection dynamics in the observed epidemic. Despite this, we can
proceed with introducing household transmission to the extended classroom model to see

if our results improve.

8 Classroom-Household Model

Now that we have analysed the effect of household spreading alone, we can reintroduce
classroom transmission to the epidemic model to produce simulations that best represent

the transmission pathways we observed from the exploratory analysis.

Recall from Section 6.2 that the avoidance parameters ¢; and ¢, represent interaction in
classroom 1 and 2 respectively. Now, rather than separating the population into three
classes, we work with individuals directly, similar to the approach taken in Section 7.
Therefore, for each individual i = 1,2, ..., 188, we define I, () to be the number of infec-
tives in individual 7’s classroom. Also, recall that from the household model we have the
avoidance parameter gy, and we let Iy;(t) be the number of infectives in individual i’s

household.

Now, note that a single infective can be in both an individual’s household and classroom.
Thus, to avoid the issue of double counting, we define the population statistic Ig; N I¢,(t)

to be the number of infectives in individual i’s household and classroom.

Then, under the same model assumptions from previously, for each individual = 1, 2, ..., 188,

we have that,

)
Bernoulli(qg{i (t)ql ®=1m;(8)) " if individual 4 is in classroom 0

~

Si(t+1) ~ Bernoulh(q?i (t)qfci(t)qI(t)_IHz‘(t)_lci(t)“HimCi(t)), if individual 4 is in classroom 1

(t) I

Bernoulli(qﬁf” q2ci(t)q1 O)=1m; () =le;(O+1m;0le; (1) - if individual 4 is in classroom 2
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Example: At time t = 0, consider a population with one susceptible individual (i
= 1), who is in classroom 1 and household 1. Now, let there be two infectives in
the individual’s household and two in their classroom. Then, we let one of these
infectives be in both their househould and classroom. Finally, let there be one
remaining infective in the general population. That is, I¢,(0) = 2, Iy,(0) = 2,
Iy, N1e(0) =1, and 1(0) = 4.

Classroom 1

Household 1

Figure 19: Visualisation of this population

Then, the model for this susceptible individual is as follows

~

$1(1) ~ Bernoulli(g.7 % ¢1%(® ¢! (0)~L; (0)~Ie; 0+15;,0c; 0))
= Bernoulli(q%¢iq* 2 *™)

= Bernoulli(q%¢iq)

that is,

P(51(1) = 1) = ¢haiq,

P(51(1) =0) =1 - q¢hgiq.

Note that one way to think of the above example of this model is as follows,

~

S1(1) = Bernoulli(g};q; (qrq1)'q")-

Here we have one susceptible-infective interaction governed by ¢y, one by ¢;, one by ¢ and

one by both qm and q; i.e. quq, for a total of four interactions; one for each infective. In
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this interpretation, when an infective is in a susceptible’s household and classroom, qgq;
acts as an avoidance parameter that represents a singular susceptible-infective interaction.
We could introduce avoidance parameters to govern these interactions directly. To do so,
we would need two new parameters, one to replace ggq; and another for qggs. However,
this would introduce further variability to the simulations for little potential gain as these

interactions are relatively rare and only occur on a small scale throughout the epidemic.

Alternatively, we can think of the case when an infective is in a susceptible’s household
and classroom as generating two unrelated susceptible-infective interactions. One gov-
erned by gy and then another by ¢; or ¢s, depending on the classroom. This makes
more intuitive sense as we can imagine that the susceptible individual will interact with
this infective in two separate ways throughout a typical day; at school and then again
at home. For the example above, this would result in a total of five susceptible-infective
interactions from four infectives. This, and the above interpretation are mathematically
equivalent when we calculate 5’1(1) due to our Reed-Frost assumption of independence in
the susceptible-infective interactions. However, these interpretations do differ when we
come to calculate transmission probabilities in Section 8.1. The second is more consistent
with previous sections. Therefore we choose to think of these susceptible-infective inter-

actions in the second way, i.e. as two different interactions.

Now, we need to estimate q, gy, ¢, and ¢o. Like with the previous models, we proceed by
maximum likelihood estimation. Once again, we let ¢; be the time at which individual @
is infected. Then, for individuals in classroom 1, we have the likelihood,
T, 1(5)-Ta, (1115 T, (8) 1(6)=Iy, (6 (1=S:
Lo(g, air a1, a2) = [ [T (am g™~ ()54 (1 — gt Vgt 0T 0y a=S:(e1),
v t<t;
For classroom 1 individuals,

1,8 16,0) 1) Lag (6)—Te (64 T Ao (91
Ll(qa qm, 1, Q2) _ H H(q; qlc qI(t) Iy, (1) Icl(t)-&-IHlﬁIcl(t))S (t+1)

i<t

(1- ql{{Hi ®) qfci(t) O, () Te, (t)—&—IHiﬁICi(t))(l—gi(t—i-l))

Y
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and classroom two individuals,

I8 16,8) 10— Loy (6)—Te (6 T e (01
LQ(q, qm, ¢, Q2) _ H H(qHH QZC qI(t) IHl(t) ICl(t)+IHlmIC1(t)>S (t+1)

i t<t;

(1- qffi (t)qéci (t)ql(t)—IHi (t)—Ic,(t)+1m,Nlc, (t))(l—é’i(t—f—l))‘

We define the overall likelihood function to be,

L(q,qm, 01, 92) = Lo(q, qm, 41, 92) L1 (q, am, a1, @2) Lo (4, g, a5 2)-

Taking logs we have,
1Og(L0(Q7QH7Q17q2 ZZS t+ lOg H ¢ ) o= (t))
i <t

+ (1= it + 1)) log(1 — gy ! O=ms (1))

=) Silt + 1[Iy, () log(gn) + (I(t) — In,(t)) log(q)]

1 1<t

+ (1= it + 1)) log(1 — gy g! O~ (1)),

X I, (1) Ic,(t) —Iy. (H)—Ic, N,
log(L1(q, qm, q1,q2)) = Zzsi(tﬂLl)lOg(q; 16 1) 1O~ Ti, (O)~Tey (O)+ 1, N (8)

1 t<t;

+(1— gl(t + 1)) log(1 — q;IHi(t)qui(t)ql(t)fIHi(t)flci(t)%»IHiﬁICi(t))

=Y Sit+ ) Ta log(an) + I, (t) log(q1)

+ (L) = Iu,(t) = Loy (1) + L, 0 Lo, (2)) log(q)]

+ (1= Si(t+1)) log(1 — gt @ gleV gIO=Tu (O=Te, 0+1n,0lc, (),

lor(Lal, i, 40, 02)) = 3 S84t + 1) log(g 2+ g1 1001, 011k )

i<t

+ (1= Si(t + 1)) log(1 — 5" Vg, g O Tm O Tes O N, 1)

=YD "8t + D log(an) + Ie, (t) log(g2)

+ (L) = L, (t) = Loy (t) + L, 0 () log(q)]

+(1— S”l-(t +1)) log(1 — (t) éc (t)q ()—IHi(t)—ICl.(t)—i-IHiﬁICi(t))'
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Finally, the overall log-likelihood is the following,

log(L(q, qm, q1,q2)) = log(Lo(q, qmr, a1, q2)) +log(L1(q, g, q1, q2)) +1og(La(q, qm, a1, g2)).

We can then optimise using the BFGS algorithm to get the following estimate and ap-

proximate 95% confidence intervals,
1
(o)

= 0.9961663 4= 1.96

G+ 1.96

1
(5477248 584)

= 0.9961663 £ 0.0008374808

1
(074)

= 0.8475385 £+ 1.96

Gy + 1.96

1
(804.836747)

= 0.8475385 4= 0.06552155

1
(03,)

= 0.8319394 £ 1.96

% 1.96

(1058.568269)
= 0.8319394 £+ 0.06024162

1
(03,)

= 0.9788626 £ 1.96

g2 £ 1.96

(62269.666)
— 0.9788626 + 0.007854487

We have that ¢ < qg < ¢2 < ¢; this indicates that an individual attending classroom 1 is
more likely to be infected in their classroom than their household, while for individuals
attending classroom 2 the opposite is the case. However, we do note that the confidence
intervals for ¢; and gy are quite wide. Therefore we are too uncertain to make this

observation with high confidence.
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8.1 Transmission Probabilities

We have a model that allows for measles to spread through households and classrooms,
thus we are interested in knowing how significant these transmission pathways are in
the observed epidemic now that they are both possibilities. Say we wanted to know the
probability that a susceptible individual was infected solely due to classroom transmission,

that is,

P(Classroom Infection|Infection).

Then, by using the same arguments from Section 6.1.1, this time extended to three possible

sources of infection, we find that our probability of interest is equivalent to,

P(General Avoidance)P(Household Avoidance)P(Classroom Non-Avoidance)
P(Infection) '

If we now consider an individual i who attends classroom 1, the probability that this

individual is infected at time t+1 as direct result of classroom transmission is the following,

P(General Avoidance)P(Household Avoidance)P(Classroom Non-Avoidance)
P(Infection)

1— ¢! ®O-1n,()-1Ic, <t>+IHmfci<t>qgfi <t>qfcz~ )

Similarly, if we wanted to find the probability that this individual is infected at time ¢+ 1

solely due to household transmission, we have that

P(General Avoidance)P(Household Non-Avoidance)P(Classroom Avoidance)
P(Infection)

g O T ()= To,(O)+1m,0le,(6) (] _ qgfi (t>) qfci (®)

1 — qI(t)lei(t)flci(t)JrIHiﬁIci (t)qgii (t)chi ) -

To see this more clearly, we can consider a toy example.
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Example: Consider the population from the previous example. We are interested
in finding the probability that, given an infection occurred, it was solely due to
classroom transmission.

Classroom 1

Household 1

Figure 20: Visualisation of one possible occurrence where the individual was infected

as a direct result of classroom transmission

Note that the infective who is in both the susceptible’s household and classroom
generates two interactions. In this particular event, the susceptible avoids infec-
tion from the household interaction but fails to avoid infection from the classroom

interaction. The overall probability is then,

P(General Avoidance)P(Household Avoidance)P(Classroom Non-Avoidance)
P(Infection)

_ 9qu (1 —q7)
1 — qqqt

where we have that,
P(Infection) =1 — P(Avoids Infection)
= 1 — P(General Avoidance N Household Avoidance N Classroom Avoidance)

=1—qq4q}
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Calculating these transmission probabilities for each infection in the observed epidemic
and averaging allows us to estimate the overall proportion of infections that occurred
due to classroom, household or general transmission. We find that approximately 35%,
15% and 47% of all infections occurred due to classroom, household and general trans-
mission respectively. Restricting our attention to just those infections where classroom
transmission was possible, we find that 90% and 55% of individuals in classroom 1 and 2
were infected solely due to transmission inside their classrooms. This represents a small
decrease from the equivalent figures we saw under the extended classroom model which
is likely due to the presence of a new source of infection in the form of household trans-

mission.

Now, if we only look at those infections where there was a non-zero chance of household
transmission, we find that approximately 55% of these infections occurred solely due to
household spread. Once again, we see that the model appears to be over representing the
number of household infections when we compare to the 31% figure from the exploratory
analysis in Section 4.2. This is possibly due to our relatively low confidence in the estimate
of qm; a different value may be more appropriate here. Overall, from these findings we
can see that classroom transmission appears to be a much more significant source of
infection than household transmission, even when we consider the proportions of the
total number of infections. This is likely due to the relatively small number of individuals
in each household who could possibly be infected. In comparison, there are large sub-
populations in each classroom and a single infective can quickly affect a significant number

of individuals.

8.2 Epidemic Simulation

We can now state our final epidemic simulation algorithm that will allow us to simulate

epidemics under the classroom-household model.
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Algorithm 6: Classroom-Household Model Simulation Algorithm

Intialise S1(0), S5(0), ..., S1ss(0),

E(0), 111,(0), 111,(0), s T4 (0), 164(0), 1, (0), ..., ey (0), 1(0), R(0),
4 9u, %, 9, E, d,

Maximum epidemic length T,

for t from 1 to T do

for ¢ from 1 to 188 do
Let k& = classroom number of individual 7

if gz(t) =1 then
if £ =0 then

‘ Si(t) = Bernoulli(q?i (t_l)qf(tfl)fIHi(t—l))
end

if k=1 ork=2then
Si(t) =
Bernoulli(gh ‘™ gl g1t D= In, (=D~ lo, (¢~ D Ly, Ny (-1)).

end
if S;(t) = 0 then
for t' fromt to (t+ F — 1) do

| E{t)=E{)+1
end
Z; = sample prodromal period length x
for ¢ from (t + E) to (t + E + ; + d) do

| I(t) = I(t)+ 1, I, (f) = Ie,(t) + 1, I (1) = I, (f) + 1
end

for ¢ from (t+ E+&;+d+1) to T do
| R(t)=R()+1

end

end

end

end

end
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We note that in the observed epidemic, the first infective individual attended classroom
2 and was a part of the fifth household. Therefore, we use these initial values in the

algorithm to produce 1000 simulations of the epidemic under this model.
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Figure 21: Plot showing 1000 simulated epidemics under the classroom-household model
with ¢ = 0.9961663, ¢; = 0.8319394, ¢ = 0.9788626, gy = 0.8475385, the average simula-

tion and the observed epidemic

We would hope that reflecting what we saw in the exploratory analysis more closely by
adding further routes of transmission would improve our simulations. In fact, we are quite
disappointed in these simulation results; the fit to the observed epidemic is relatively poor
in the middle phase of the epidemic when most infections are occurring, especially when
compared to the results from the extended classroom model. It seems that the addition
of household transmission to our extended classroom model has worsened the overall fit.

Despite this, we can still inspect the classroom sub-populations to see how the model has
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performed.
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Figure 22: Plot of the removed statistic R(t) of each classroom under the classroom-
household with ¢ = 0.9961663, ¢; = 0.8319394, ¢o = 0.9788626, ¢y = 0.8475385, showing

the 1000 simulated epidemics, the average simulation and the observed epidemic

Surprisingly, these results are quite strong. In particular, the model has accurately re-
flected the spread of measles through classroom 1, much more so than any other model
thus far. It seems that adding households as an extra transmission pathway has allowed
this model to infect individuals at the rate we see in the observed epidemic. Conversely,
when we consider classroom 2, we can see that the epidemic progresses too quickly in
the middle phase of the epidemic producing a slightly worse fit than what we saw in the
extended classroom model. It seems as though the addition of household transmission has

improved the fit to the classroom 1 sub-population at the expense of the overall epidemic.

These findings seem to suggest that the inclusion of household transmission, at least un-
der this formulation, does not accurately reflect the infection dynamics in the observed
epidemic. The extended classroom model, where we just consider classroom and gen-
eral transmission, produces significantly better simulation results. However, as stated
previously, this could also be due to poor parameter estimates which may be distorting
the simulation results. Therefore, it is of interest to use Bayesian inference to produce

alternate estimates and intervals which we may have more confidence in.
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9 Bayesian Inference

Throughout the dissertation we have used classical statistical techniques to estimate model
parameters. That is, we treat the unknown model parameters as having some fixed un-
known value, and all probabilistic statements relate to random variables which we observe.
In our case these random variables are the susceptible population statistics. Estimation is
then performed by maximising the likelihood function to produce MLE’s such that under
our assumed statistical model, the observed data is most probable. These MLE’s are point
estimates, i.e. a single value which serves as our best guess of the unknown parameter. In
order to produce approximate confidence intervals for these point estimates, we rely on an
asymptotic assumption of the normality of the MLE. The validity of this assumption has
frequently been called into question due to a lack of sample data. Thus we are interested

in exploring another method of gaining information about our parameters.

The Bayesian approach treats the parameters themselves as random variables about which
we can make probabilistic statements. Inference then depends on a mixture of our initial
knowledge of these parameters and how the introduction of data updates this knowledge.
Using this method, we gain access to entire probability distributions for the parameters
and “confidence intervals” (here they are credible intervals) which are not based on any
asymptotic assumptions. Discounting our concerns about the classical approach, it is also

of interest to apply Bayesian methods in their own right.

We adopt the following framework. Consider the random variables X = (Xji,...,X,,)
with observed values = (z1,...,x,). Then, given the parameter vector 8, we denote
the probability model for this data by px(x|@). Note that is equivalent to the likelihood
function. Then, we summarise our initial knowledge about 8 by the pdf/pmf 7 (0), which

we call the prior distribution on 6.

We can then use Bayes’ Theorem,

P(AB) = P<B|A>%,
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to get the posterior pdf/pmf of @ given the data z,

(6)

(6l) = px(al6) 5.

where m(x) is the marginal pdf/pmf of . The posterior is an expression of the updated

knowledge of @ after we observe the data. Note that we will use the formula
m(0]x) oc px (x[0)m(0),

as for our purposes it is unnecessary to find the actual value of the normalising constant.

We need to choose the prior distribution ourselves. This choice falls into one of two
categories; informative and non-informative. We have little prior knowledge about our
model parameters, so we use a non-informative prior. There are multiple ways to do this,
but by noting that our model parameters are avoidance probabilities (i.e ¢, q., ¢u etc) and
therefore must fall in the interval [0,1], we can choose a uniform distribution on [0,1].
Then, we have that each parameter # is independently drawn from a U(0, 1) distribution
and thus,

1 if 6elo,1]
m(0) =

0, otherwise

Therefore, the posterior distribution has the following simplified form,

m(0|x) x px (x|0)7(0)
px(xl6) i 6 €01
0, otherwise

Now that we know the entire posterior distribution of a parameter, point estimates and
intervals are useful as summaries of the posterior. In particular, we will be considering

the posterior mean E[0|x]® and Bayesian Credible Regions (BCR).

60ther summaries of loaction include the posterior median and posterior mode. Note that with our

choice of prior, the posterior mode is equivalent to the MLE
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Definition [19]: The random region C, is a 100(1 — «)% Bayesian Credible Region for
g if
PO eChlz)=1-a.

Note that these regions are not unique. Therefore, as we will be considering the poste-
rior mean for our parameter estimates, we choose the BCR that is centred on the mean.
We interpret Bayesian credible intervals C'p differently than classical confidence intervals
Cc,. In the Bayesian setting, we think of # as a random variable and the bounds of Cp,
as fixed. Conversely, in the classical approach, we say that C¢, contains the true fixed

value of #, with the bounds as random variables.

Now that we have an understanding of the basic ideas behind Bayesian inference, we can
explore a method of sampling from the posterior distribution such that we can calculate

the posterior means and Bayesian credible regions for our parameters.

9.1 Markov Chain Monte Carlo Methods

We want to sample, up to proportionality, from the posterior density m(8|x). We use
Markov Chain Monte Carlo (MCMC) methods which consist of a class of algorithms used
to sample from probability distributions. These methods were born out of the Los Alo-
mos National Laboratory during World War II as part of the research done by physicists

during their work on mathematical physics and the atomic bomb [20].

The main idea is to construct a Markov chain whose stationary distribution is our prob-
ability distribution of interest. Then, by simulating the chain, in the long run it will
“forget” its starting point and its values will approximately be from the target distribu-
tion, 7(0|x). Before we discuss the details of our choice of MCMC algorithm, we introduce

some key facts about Markov chains which are vital for fully understanding MCMC.
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9.1.1 Key Facts About Markov Chains

Definition [21]: A sequence X5, X5, X3, ... of random variables taking values in a state

space S is a Markov chain if
P(Xip € AlXy =1, .., Xy =1y) = P(Xy 1 € A|X, = 1y)

for all A C S for which P(A) is defined.
The main takeaway here is that inside a Markov chain, the value of a random variable is

only influenced by the value of the random variable immediately preceding it.

Definition [21]: The transition kernel Q(.,.) defines the dynamics of the chain

Q(QJ: y) = th+1|Xt (y|fl))

That is, Q(z,y) is the conditional pdf of a point y if the chain is currently at x, or equiv-
alently, the likelihood of moving to y given that the state is currently at . We assume

time-homogeneity, so () does not depend on t.

Definition [21]: A distribution 7 is a stationary distribution of a chain with transition

kernel @ if
™ =7mQ.
That is, 7(y) = [ 7(2)Q(z,y)dx for all y. It can be shown that 7 is a stationary distri-

bution of @) if the detailed-balance equations hold:

m(2)Q(x,y) = 7(y)Q(y, z)

for all x,y. The intuition behind the detailed-balance equations is that the flow of proba-
bility is the same going from z to y as it going from y to x. Thus the chain is stationary,

or in equilibrium.

A chain is said to be irreducible if it it is possible to move from any given state to any
other state in a finite number of steps. We also have that a chain is aperiodic if there is

no periodic relationship between when it is possible for a Markov chain to return areas
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within its state space [21].

Convergence Theorem [21]: An aperiodic, irreducible Markov chain Xy, X5, ... with
transition kernel () and stationary distribution 7 will converge to its stationary distribu-
tion. That is,

P(X;eA) > nm(A)V A as t — 0.

Ergodic Theorem [21]: An aperiodic, irreducible Markov chain X, X, ... with transi-

tion kernel () and stationary distribution 7 is ergodic. That is,

G = %igo@ s Bufg(x)] as n— oo.

In combination, the ergodic and convergence theorem provide the toolset with which
MCMC methods work. That is, we estimate E.[g(z)] by evaluating g, at the simulated
values of a Markov chain with dynamics such that its stationary distribution is our target

distribution 7(@|x). Therefore, we can estimate the posterior mean by,
1 n

9.1.2 Metropolis-Hastings Algorithm

The first MCMC algorithm for symmetric proposal distributions was developed in 1953
by Greek-American physicist Nicholas Metropolis at the Los Alomos National Labora-
tory [22]. In 1970 Canadian statistician W. K. Hastings extended it to the more general
Metropolis-Hastings algorithm which tells us how to build transition kernels Q(z, y) such

that the Markov chain converges to the stationary distribution 7(z) [23].
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Algorithm 7: Metropolis-Hastings Algorithm [21]
1. Choose a starting location Xy = xq

2. Suppose at time t, we have X; = x. Sample a candidate value y from a
proposal distribution ¢(x,y) = q(y|x)
3. Calculate the acceptance ratio a(x,y) given by

m™Y)q\y,x
ofa,y) = TONY-2)
m(x)q(x, y)
4. Generate a value u from a U(0,1) distribution
5. Accept the move if u < a(x,y). Otherwise, we reject the move and stay at x.

That is, we set

y, if u<a(z,y)
Xt+1 =

x, otherwise

In the limit, it can be shown that the chain produced by the Metropolis-Hastings algo-
rithm will converge to the stationary distribution 7(x). We also note that the algorithm
works for any proposal distribution ¢(x,y) where the chain ends up being ergodic and
therefore this choice is essentially arbitrary. Although this does give us lots of freedom,

we do still need to ensure that the choice of proposal distribution is a good one.

The question is then, how do we assess the performance of an MCMC algorithm? We want
the resulting Markov chain to converge quickly to the posterior density and to “mix” well
throughout the support of the density. That is, to explore the support efficiently. This
involves balancing a chain that has a high acceptance rate for moves, but only explores
the support slowly, and a chain that proposes moves far from the current value but which
are only rarely accepted. This can be a very difficult task if the target distribution is
particularly complicated. We will see that our target distribution, the posterior density,
or equivalently here, the likelihood function, is relatively simple and thus the choice of

proposal distributions is not too difficult.

Markov Chain Monte Carlo methods do have certain drawbacks. For our needs, we need to
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be aware of the fact that we are not independently sampling from the posterior density. We
have to take this into account when doing estimation and can be countered by “thinning”
the chain, i.e. take every kth observation and discard the rest. A sufficiently thinned chain
can leave us with a sample that is close to being independent and identically distributed
from the posterior density. This is a particular issue when calculating the variance of
our estimators and in our case is something we consider when designing good proposal
distributions for our multivariate models. There are also computational factors at play.
For example, the classroom-household model took many hours to produce a chain with
sufficient length to be fully confident in our estimations. If we considered models that
were any more complicated it would require moving to a coding language that is more

computationally efficient than R, such as C' + +.

9.2 MCMC Parameter Estimation

Now that we have introduced the MCMC method, we can apply the Metropolis-Hastings
algorithm to each of our models. We only detail the full process for the base model,

extended classroom model and the classroom-household model.

9.2.1 Base Model MCMC

We begin with the base model with the parameter q. The first step is to identify a suitable
proposal distribution, to do this we need to plot the posterior density, or equivalently, the

likelihood function L(q).
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Figure 23: Plot of the base model likelihood function with a Normal proposal distribution

From this figure we can see that the likelihood function can be approximated well by
a normal distribution N(u,0?). Specifically, we choose 02 = 0.00125 and p to be the
most recently sampled value of q. Then we let f(x) represent the pdf of this normal
distribution. Now that we have a candidate proposal distribution f, we can apply the
algorithm to generate samples from the posterior. Note that in the below algorithm we
use the log-likelihood log(L(q)) in place of the likelihood, this is an equivalent approach

as we can simply take the log of the acceptance ratio and proceed as normal.
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Algorithm 8: Base Model Metropolis-Hastings Algorithm
1. Choose a starting location g = ¢q

2. Suppose at time t, we have (); = q. Sample a candidate value y from a
N(g,0.00125) distribution

3. Calculate the log-ratio

a(q,y) = log(L(y)) +log(f(q)) — log(L(q)) — log(f(y))

4. Generate a value u from a U(0,1) distribution
5. Accept the move if log(u) < a(q,y). Otherwise we reject the move and stay at

g. That is, we set

y, if log(u) < a(q,y)
Qt+1 -

q, otherwise

We use this algorithm to generate one hundred thousand samples from the posterior

distribution.
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Figure 24: Trace plot showing the 100000 samples under the base model versus the

iteration number
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It appears that the chain is quickly moving around the state space achieving a good
balance between a high acceptance rate and fully exploring the support of the posterior.
Indeed, with this choice of proposal distribution, we get an acceptance rate of 44% which
is generally thought to be optimal for low-dimensional problems such as this [24]. It is
quite clear that the chain is mixing well and has converged to the posterior distribution,
despite this we can formally check by plotting the autocorrelation of the samples. The lag-
k autocorrelation is the correlation between each sample and the sample k steps previously.
This should become smaller as k increases, i.e. samples can be considered as effectively

independent as they become further and further apart from one another.
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Figure 25: ACF plot of the sample under the base model

We can see that the chain is mixing well, by the 10th lag the correlation is no longer
statistically significant (indicated by the horizontal lines falling between the blue dashed
lines). If we saw the autocorrelation persisting for high lag we could try thinning the
chain. In this case it is unnecessary, but for illustrative purposes by choosing every 10th

iteration and discarding the rest, we get the following ACF.
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Figure 26: ACF plot of the thinned sample under the base model

Here we note that the autocorrelation at lag 0 is always equal to 1. Thus we we can
say for the thinned chain we have effectively zero autocorrelation and the sample can be
treated as independently and identically distributed. Now, we have one hundred thousand
samples from the posterior density and averaging them allows us to estimate the posterior
mean. We can also calculate the 95% credible region centred on this mean to get that

q = 0.9928855 = 0.001026197.
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Figure 27: Histograms of the ¢ samples under the base model with associated 95% BCR

The vertical blue lines indicate the 95% credible region centred on the posterior mean.
This parameter estimate and BCR is very similar to the estimate and 95% confidence

interval we found in Section 5 using classical statistical techniques.

9.2.2 Extended Classroom Model MCMC

We have shown earlier that the extended classroom model produces the best simulation
results and seems to accurately represent the infection dynamics of the observed epidemic.
Thus we are interested in applying MCMC methods to the extended classroom model in

order to estimate the parameters ¢y, g2 and q.

Like previously, we can use the likelihood function to identify suitable proposal distri-
butions. We have two choices here; we can use three separate independent normal dis-
tributions to propose values for each parameter, or we can use a multivariate normal
distribution. The latter is more computationally efficient and more likely to produce
stronger results as we will be taking into account the covariance structure of the param-

eters. However, we have no way of knowing the covariance matrix exactly. Instead, we
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first run the algorithm with three manually identified separate proposal distributions’,
then we can estimate the covariance matrix by using the resulting samples of ¢, ¢y and

q. Once this was done, we then proceeded with the following algorithm.

Algorithm 9: Extended Classroom Model Metropolis-Hastings Algorithm
1. Choose starting locations ¢ = (qo, q1,,92,)

2. Suppose at time ¢, we have Q, = g. Sample candidate values y from a N'(q, )
distribution where > is our estimated covariance matrix

3. Calculate the log-ratio

a(q,y) = log(L(y)) + log(f(q)) — log(L(q)) — log(f(y))

4. Generate a value u from a U(0,1) distribution
5. Accept the move if log(u) < a(g,y). Otherwise we reject the move and stay at

q. That is, we set

y, if log(u) < a(q,y)
Qt+1 =

q, otherwise

Once again we use this algorithm to generate one hundred thousand samples from the

posterior distribution.

"To do this we plot the likelihood varying one parameter and keeping the others constant
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Figure 28: Trace plot of 1000 samples of each parameter under the extended classroom

model. From left to right: ¢, ¢, and ¢

Figure 28 shows a zoomed trace plots highlighting 1000 of the 100000 samples of each
parameter. This clearly shows that the chain is exploring the support effectively without
getting “stuck” too frequently or for too long. Too see this more formally we can check

the autocorrelation plots.
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Figure 29: ACF plot of the samples of each parameter under the extended classroom

model. From left to right: ¢, ¢, and ¢

Once again we see that the autocorrelation dies down relatively quickly, this time it takes
a few more lags than in the base model, but this is still within the bounds of acceptability

and therefore thinning is unnecessary.

Another way we can assess the performance of our MCMC algorithm is to check the
posterior correlations between parameters. This is different to autocorrelation which is
concerned with the correlation between successive samples of the same parameter. We do
not have reason to suspect that the posterior distribution of our parameters are highly
correlated. For example, if the avoidance parameter for general transmission ¢ increases,
there is nothing to suggest that the avoidance parameter for classroom 1 transmission
q1 will increase or decrease. If our parameter samples appear to be highly correlated,
then that indicates that our samples are only allowing us to estimate combinations of the
parameters and not each parameter separately. Let our parameter vector be @ = (q, q1, ¢2),

then
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1 —0.0229987051 —0.2055232000
Pe = | —0.02299871 1 0.0001738542
—0.2055232000  0.0001738542 1

These posterior correlations are easily visualised through the use of a pairs plot.
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Figure 30: Pairs plot of the posterior samples under the extended classroom model

We can see the slight negative correlation between ¢ and ¢, which reflects the value of
—0.2055232000 from the correlation matrix. The rest of the correlations are very minimal.
A good rule of thumb for when posterior correlations are a cause for concern is if they
are greater in modulus than 0.5, at this point we would begin to worry that we are not
accurately estimating each parameter separately. We can see from the above correlation
matrix that the rule of thumb is not breached by the posterior correlations in this case.
Therefore, we can be confident that will not run into issues relating to this with our esti-

mates of the posterior means.
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Now that we are completely satisfied with our samples, we can average each set to estimate

the posterior means. We also find the 95% BCR for each parameter. Doing so, we get

that,
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Figure 31: Histograms for each parameter samples under the extended classroom model

with associated 95% BCRs

These parameter estimates are quite close to those we found through a classical statistical

approach and produce simulations that perform very similarly. This is good news as it

gives us further confidence in the extended classroom model itself, which produced strong

results.
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9.2.3 Classroom-Household Model MCMC

In Section 8 we saw that we were very uncertain of our classical parameter estimates for
the classroom-household model, with lots of doubt cast on the validity of the asymptotic
normal approximation of the MLE. This could have contributed to the relatively poor
simulation results produced by the model, thus it is of interest to approach this model in
a Bayesian manner to see if our conclusion that household transmission does not accu-

rately reflect the dynamics of the observed epidemic is valid.

We use a very similar algorithm to the one we saw in previous section to produce a Markov
chain that converges to the posterior density of the classroom-household model. Com-
putational limitations meant that generating more than fifty thousand samples from the

posterior was time prohibitive, however this is more than enough to achieve convergence.
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Figure 32: Trace plots of 1000 samples of each parameter ¢y, q1,q2 and ¢ under the

classroom-household model

The above figure shows the first 1000 samples of each overall parameter sample. We can

see that the chain does seem to get stuck relatively frequently, sometimes for a significant
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number of samples. To see this informally, note that these trace plots are more “blocky”
than the previous ones we have seen. This indicates that the chain is not mixing as well

as we would like. We can inspect the ACF plots to see what they tell us.

o o
o o
S 7 S 7
el T HH
o |“““.|.|.|JLIJ.L|;.._.“_. o Hl““.“.UJ.UJJJ.IJJ.ULou.
= T T T T T o T T T T T
0 10 20 30 40 0 10 20 30 40
Lag Lag
o o
o L]
S 7 S 7
) ; : HH ) ; :
= |““JI.“.L|LIJ.UJ.|_|“_. o ||I|||III||||...
= T T T T | T T T T
0 10 20 30 40 0 10 20 30 40
Lag Lag

Figure 33: ACF plots of the whole sample for each parameter under the classroom-

household model. Top left qg, top right ¢;, bottom left ¢, and bottom right ¢

The autocorrelation we see here is actually sufficiently good, with the ACF for gy, g2 and
q dying down before lag 30. We do see that the autocorrelation for ¢; remains significant
up to lag 40. This on its own would not be enough to suggest thinning, but in conjunction

with the “boxiness” of the trace plots, we can try it to see if we get improvement.
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Figure 34: Thinned trace plots of 1000 samples of each parameter ¢y, ¢1, ¢ and g under

the classroom-household model

Here we have taken every fifth observation and discarded the rest. This leaves us with
10000 samples which should be more than enough to produce strong estimates given that
the chain clearly converged within the first 1000 initial samples. From these new trace
plots, zoomed in on 1000 samples, we see a significant improvement in the mixing of the
chain. The “boxiness” we observed previously is now gone and the chain looks to be
exploring the whole support of the posterior effectively. We can see the effects of this

thinning on the ACF below.
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Figure 35: ACF plots of the thinned sample for each parameter under the classroom-

household model. Top left qg, top right ¢;, bottom left ¢o and bottom right ¢

We can clearly see the positive effects of thinning with the ACF dying down for each

parameter before the 10th lag. Now that we are happy with the autocorrelation in each

parameter sample, we should once again calculate the posterior correlations between the

samples. Let our parameter vector be 8 = (qg, q1, ¢2, q), then

Po =

1
—0.006998378
—0.06475087
—0.21006791

—0.006998378
1
—0.01017729
—0.010050647
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Figure 36: Pairs plot of the posterior samples under the classroom-household model

We can see that the majority of the posterior correlations are very small, with a few
reaching approximately -0.2, in particular these are the correlations between ¢y and ¢,
and g and ¢o. Neither of these values violate the rule of thumb outlined previously, and
therefore we are confident that our samples will allow us to accurately and separately
estimate each parameter. Now, we can average the thinned samples to estimate the
posterior means of our parameters. We also calculate the 95% BCRs centred on these

posterior means. Doing so, we find that,

qu = 0.8347213 £ 0.06945016
¢1 = 0.8263905 £ 0.05937389
g2 = 0.9781636 £ 0.008036094

g = 0.9962155 + 0.0009354049
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Figure 37: Histograms for each parameter samples under the classroom-household model

with associated 95% BCRs

Our Bayesian parameter estimates for this model are once again similar to those we calcu-
lated through classical means, and running simulations with them produces results that
show no significant improvement. Despite this, we are much more confident in these
parameter estimates, and the fact that simulation results remain poor gives us more con-
fidence in our previous conclusion. That is, that the addition of household transmission
to the extended classroom model does not produce an accurate reflection, at least under
this formulation, of the observed epidemic. Therefore, using these results, we can once
again say that classroom transmission seemed to be much more important to the spread

of measles and the severity of the epidemic than household transmission.
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9.2.4 Summary of Parameter Estimates

We have detailed the process of producing Bayesian parameter estimates for the base,

extended classroom and classroom-household models. We also underwent the same pro-

cess for the initial classroom and the household model. Below is a summary table of

the classical and Bayesian parameter estimates and confidence/credible intervals for each

model.

Model

Classical Estimates

Bayesian Estimates

% Difference

Base

g = 0.9929226 £ 0.00100551

g = 0.9928855 £ 0.001026197

0.0037%

Initial Classroom

q = 0.9952665 £ 0.0008925209,
¢ = 0.9646576 £ 0.00670306

g = 0.9952084 £ 0.0009904821,
g = 0.9645587 £ 0.009225594

0.0058%,
0.01%

Extended Classroom

q = 0.9951997 £ 0.0009005345,
¢1 = 0.8285551 = 0.06081507,
g2 = 0.976536 £ 0.008173304

g = 0.99523 £+ 0.0009473393,
¢1 = 0.8241714 +£ 0.06021979,
g2 = 0.9759522 £+ 0.008415046

-0.003%,
0.53%,
0.59%

Household

g = 0.9938498 £ 0.000967601,
gr = 0.8581391 £ 0.06535713

g = 0.9938429 £ 0.0009795776,
gr = 0.8520551 £ 0.001104022

0.00069%,
0.71%

Classroom-Household

g = 0.9961663 £ 0.0008374808,
¢1 = 0.8319394 + 0.06024162,
g2 = 0.9788626 £ 0.007854487,
gr = 0.8475385 £ 0.06552155

g = 0.9962155 £ 0.0009354049,
¢1 = 0.8263905 £ 0.05937389,
g2 = 0.9781636 £ 0.008036094,
gr = 0.8347213 £ 0.06945016

-0.0049%,
0.67%,
0.071%,
1.54%

9.3 MCMC Sensitivity Analysis

In Section 2.4 we discussed how a typical measles infection progresses and provided ap-

proximate ranges for the lengths of the various phases of such an infection. We then used

this understanding to make model assumptions in Section 3 that allowed us to calculate

the various population statistics that form the basis of our models. In particular, we

assumed that the length of the exposed period E was 10 and the length of the eruption

period d was 3. While this approach is perfectly valid, it is possible that these assumed

values are not optimal for the observed epidemic. One way to address this potential prob-

lem is to manually run simulations under each model with different values of £ and d,

89




and then pick the ones that produced the best results. This is referred to as sensitivity
analysis. 1t is always a good idea to do a sensitivity analysis on any assumptions, if pos-
sible. However, we are given further motivation by the fact that the classroom-household
model, which our exploratory analysis suggests should produce the best results, is per-

forming poorly.

In the context of our problem, we have to be slightly careful; the length of the exposed
and eruption periods vary from person to person, but only over a small range. Therefore,
we may run into the problem of having to weigh up the optimal result with what makes
sense given the extensive research on how a measles infection typically proceeds. In a
similar vein, we are assessing the performance of the models based on simulations, and
more specifically, a human interpretation of how well they have done. Therefore, it is
difficult to decide what counts as the “best” result unless there are very stark differences

in the outcomes.

Another, more objective approach to sensitivity analysis, is to use our MCMC framework
where we can directly estimate E and d by updating their values inside the Metropolis-
Hastings algorithm. That is, we treat them as additional parameters in our model, rather
than assumed constants. However, we may run into a problem where different models
produce different optimal values. This is nonsensical when we consider that these values
are properties of the clinical features of measles, which shouldn’t change based on the
model we use. This is also a potential issue for the manual approach, but here it is far
simpler to see. There would be no obvious way to choose between differing estimates, as
long as they were in a sensible range, and so we make the decision to use this approach
on our base model only. This will be computationally the least expensive and the most
stable algorithm. If the resulting estimates are poor, i.e. very far out of the clinical range,

then we can revisit this.

Now, focusing on the base model with original avoidance parameter ¢, we treat £ and d

as additional parameters, letting @ = (¢, E, d). Before we state the MCMC algorithm, we
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need to modify our target distribution, i.e the posterior density,
m(0|x) x px (x|0)m ().

Recall that in the base model, for our avoidance parameter ¢ we used a non-informative
uniform prior on [0,1]. We now need to introduce prior densities for both E and d.
This time, unlike the avoidance parameters which are probabilities, £ and d are positive
integers which are otherwise unrestricted. Therefore, for both parameters, we propose
the use of independent non-informative uniform priors on {1,2,...,M}, where M is a large
integer. Because we have some knowledge about the approximate ranges of ' and d we
could attempt to use informative priors, such as more restrictive uniform distributions.
However, this is largely unnecessary here as the resulting effect on the MCMC algorithm
would be very minimal. Introducing these new priors, we get that
7(0|x) x px(x|0)n(0)

(

@) if ge0,1] and E,de{1,2,...M}

0, otherwise

;

px(x|@) if ¢e€0,1] and E,d € {1,2,..., M}

0, otherwise
\

We are not quite done yet. Recall that px (2|0) is the probability model for the data, i.e.
the likelihood function. The original base model has the following likelihood,
L(q) _ H(ql(t)>5(t+1)(1 o qI(t)>(S(t)fS(t+1)).
t
In order to calculate S(t) and I(t) for each time ¢, we need to know the values of E and

d. Therefore, these population statistics and the likelihood, are now also functions of F

and d,

L(q, E, d) _ H(ql(t,E,d))S(t—i-l,E,d)(l . qI(t,E,d))(S(t,E,d)—S(t—%—l,E,d))‘
t

Like in Section 9.2.1 we use a Normal distribution f to propose new values for ¢q. All

that is left to do is to choose how we propose new values for £ and d. We do this by, for
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example, proposing d — d+ 1 or d — d — 1 with equal probability, being careful to reject
moves when proposals occur that would be smaller than 1 or larger than M. Now, we

can state the modified MCMC algorithm®,

Algorithm 10: Base Model Sensitivity Metropolis-Hastings Algorithm
1. Choose a starting location ¢ = gy, £ = Ey,d = dy

2. Suppose at time ¢, we have Q, = (¢, E,d). For g, sample a candidate value ¢
from a N(q,0.00125) distribution

3. Let E=E+1or E=FE —1 with equal probability. If E<lorE>M reject
the move and skip to the next iteration

4. Letd=d+1ord=d— 1 with equal probability. If d<lord>M reject the
move and skip to the next iteration

5. Calculate the log-ratio

a((g, B, d), (4, B,d)) = log(L(4, E,d)) +log(f(q)) — log(L(q, E,d)) — log(f(4))

6. Generate a value u from a U(0,1) distribution
7. Accept the move if log(u) < a((q, E, d), (¢, E, d)). Otherwise we reject the
move and stay at (¢, ', d). That is, we set
(@, B,d), if log(u) < a((q, B,d), (4, ', d))

Qt+1 =
(q,E,d), otherwise

Running this algorithm for 500000 iterations with initial values of £ = 10,d = 3 and
q = 0.99, gives the following results. Note that we are only interested in the samples of

FE and d here.

8When calculating the acceptance ratio in step 5 of the algorithm, the effect of the proposal distribu-

tions for E and d cancel out
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Figure 38: Trace plots of the full samples of each parameter of interest £ and d under

the base model

The behaviour of the sample for E is quite strange, the chain appears to be “stuck”
moving between F = 8 and F = 9. Conversely, the samples for d look much more nat-
ural, with a wider range of values in the support being explored. Before we can be fully
confident in these samples, we need to check if the behaviour we see is a problem or if
it is reflecting the support of the log-likelihood accurately. To do this, we can plot the
log-likelihood with one of d and E varying and with the rest of the parameters fixed
at their estimate posterior mean. Finding the posterior means of our samples gives the
parameter estimates ¢ = 0.99379,F = 8.615782 and d = 2.31661, however noting that the
new parameters must be integers, we use the posterior modes instead to get that £ =9
and d = 2. The value for d is slightly outside the approximate clinical ranges given in

Section 2.4 but is still sensible for a measles infection.
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Figure 39: Plot of the base model log-likelihood with ¢ = 0.99379 fixed and E or d varying

From Figure 39a we can see that the log-likelihood sharply drops either side of £ = 8 or
9. This explains why the chain is only exploring these values; when proposals are made
outside of this area, they are rejected due to the large decrease in the log-likelihood value.
Conversely, in Figure 39b we can see that the largest values of the function occur when
d = 2, however this time the function decreases much more slowly either side of this
maximum and thus it is more likely that a wider range of proposals are accepted. This
explains the behaviour of our chain and gives us confidence in the resulting parameter

estimates®.

9.3.1 Effect on Simulations

It is now of interest to move forward with the new assumption that £ = 9 and d = 2, apply
this to our different models, produce new parameter estimates and then run simulations.
Using the Bayesian approach to parameter estimation in each case, we did not find any
significant improvement or deterioration in the quality of the results from the classroom
models or the base model. However, the household model and the classroom-household
model saw a significant increase in the strength of the simulations produced, with the
latter showing the largest improvement. We will focus on the results of the classroom-

household model.

9We also looked at the ACF of of our samples; the autocorrelation was high and stayed for a large
number of lags. This is due to the small range of values that our samples explore and does not indicate

that the chain is mixing poorly here

94



120-

©
o

Key

— 95% Region

— Average Simulation

— Observed Epidemic
Simulations

Key

— 95% Region

— Average Simulation

— Observed Epidemic
Simulations

Number of Exposed
(2]
o

30-

Number of Susceptibles

Days Days

(a) Susceptibles Plot (b) Exposed Plot

100~

I
S

73 °
g s g
k3] Ke 2 Ke
ko Y _ £ y _
< — 95% Region & 100- — 95% Region
‘S 50- — Average Simulation ‘g — Average Simulation
g — O.bserv.ed Epidemic g — O.bserv.ed Epidemic
g Simulations g Simulations
Z 25- 2 50-

0- = o-

0 20 40 60 0 20 40 60
Days Days
(c) Infectives Plot (d) Removed Plot

Figure 40: Plot showing 1000 simulated epidemics under the classroom-household model
with ¢ = 0.997019, ¢; = 0.8685684, ¢; = 0.9819253, gy = 0.8117354, ' = 9 d = 2, the

average simulation and the observed epidemic

We can see that the average simulation here is a vast improvement to the results we
saw from the previous use of the classroom-household model in Section 8.2. The fit is
extremely close, particularly when we look at the susceptible and removed population
statistics in Figure 40a and 40d respectively. In Figure 40c we can see that the simulation
falls short of the maximum number of infectives in the observed epidemic but the first
wave is represented very accurately here; the most accurate of all the simulations thus
far. Similarly, the results in Figure 40b for the exposed population statistic are also very

strong.
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Figure 41: Plot of the removed statistic R(t) of each classroom under the classroom-
household with ¢ = 0.997019,¢; = 0.8685684, > = 0.9819253,qy = 0.8117354, £ = 9,
d = 2, showing the 1000 simulated epidemics, the average simulation and the observed

epidemic

The strength of the results continue here with very close fits to the observed epidemic in-
side classroom 1 and classroom 2. In particular, this is a large improvement for the results
for classroom 2. The classroom-household model, using the new exposed and eruption
period lengths, has produced results that are stronger than those from the extended class-
room model from Section 6.2.2'°. This is what we initially expected to find given that
the model introduces another avenue of infection that more accurately reflects reality.
In fact, the new parameter estimates ¢ = 0.997019, ¢; = 0.8685684, go = 0.9819253, g =
0.8117354 suggest that households are an environment that is more prone than classrooms
to spreading measles. This is the opposite of what we found earlier where ¢; was smaller
than qg. Therefore, we should also inspect the transmission probabilities of this model
to see if our previous conclusion that classroom transmission was more important than

household transmission in the spread of the epidemic still holds.

Calculating the transmission probabilities under this model, with the new assumptions, we
find that 39.5%, 32.5% and 24% of infections occurred directly due to general, classroom

and household transmission respectively. Therefore, between household and classroom

10The results of the extended classroom model under the new assumptions were very similar to those

in Section 6.2.2
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transmission, we can still say that the latter was a bigger contributor to the spread of
measles, however it is a much closer contest than what we saw earlier in Section 8.1.
Restricting attention to just those individuals where classroom transmission was possible,
i.e those old enough to attend school, we found that in classroom 1, 87%, and in classroom
2, 51%, of infections occurred solely due to classroom spread. This is a small decrease
from previous results, however this still represents a very large proportion, particularly

for the youngest children attending classroom 1.
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10 Conclusions and Areas of Further Work

The goal of this dissertation was to analyse and compare the importance of different
transmission pathways in the 1861 Hagelloch measles epidemic. Specifically, exploratory
analysis showed that transmission via classroom attendance and household spread both
appeared to be significant. By formulating different models which isolated or combined
the effects of these transmission pathways, we initially found that the most accurate sim-
ulations were produced when we discarded the possibility of household transmission and
focused just on classrooms. Of the two classroom models produced, the one that allowed
the epidemic to spread inside the two classrooms at different rates was the stronger of the

two, with the classroom attended by the younger children having a higher rate of infection.

Throughout the initial model fitting process we used classical statistical inference to es-
timate the model parameters. Small sample sizes meant that the asymptotic normal
assumption of the MLE was called into question. Thus, particularly for the classroom-
household model, we were unsure if poor results were due to lack of confidence in our
parameter estimates. By applying a Bayesian approach with Markov Chain Monte Carlo
methods, we found parameter estimates and credible regions that were very similar to
those we found through classical means. This gave us confidence in our initial conclusion
that the classroom-household model itself was somehow not an accurate representation of
the infection dynamics of the observed epidemic. However, an MCMC sensitivity analysis
on our model assumptions showed us that we were using non-optimal values for the length
of the exposed and eruption periods. Using the new optimal values, we found that in ac-
tuality, the classroom-household model produced the strongest simulations. This makes
intuitive sense and is what we expected as this model more closely reflects the available

transmission pathways in the observed epidemic.

For each model we also calculated the proportion of infections that were a result of trans-
mission via the different pathways. Following the sensitivity analysis, we found that when
both household and classroom transmission were included, classroom transmission was a

more significant factor in the spread of the epidemic, with infected individuals more likely
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to have caught measles from an individual in their classroom than a member of their
household. However, household transmission still represented a significant, but smaller,
proportion of the infections. Restricting attention to just those individuals where class-
room transmission was possible, i.e those old enough to attend school, we found that in
classroom 1, 87%, and in classroom 2, 51%, of infections occurred solely due to classroom
spread. This is a very large proportion, particularly for those children in classroom 1.
These results lead us to conjecture that if classrooms were closed, the epidemic may not
have been as severe as it turned out to be in reality. This keeps with the intuition that
leaving areas open where large numbers of individuals interact results in a high rate of

infection.

Epidemic modelling is a rich field of research and there are many areas where further work
could be done. Keeping closely with the focus of the dissertation on analysing transmis-
sion pathways, we could extend the idea to modelling exactly who infected who. In the
observed epidemic this information is available and was recorded to the best guess of Dr
Pfeilsticker. This would be accomplished by calculating transmission probabilities and
randomly assigning to each infection, based on these probabilities, an individual within
the relevant sub-population. This would give us another measure by which we could com-
pare the importance of transmission pathways. It is not clear how much new information
this would give us as we have already calculated the exact theoretical transmission prob-

abilities under each model for the observed epidemic.

Another area of significant interest would be to relax the assumption of constant infec-
tivity. Of all the model assumptions made, this is the most tenuous, with many studies
showing that an individuals infectivity varies significantly during the contagious period
[14]. This would be done by choosing a function to model the change in infectivity over
time, say f(#) on the range (0,1]. Then, when an individual becomes infective, rather
than adding 1 to the number of infectives I(t), we could could add f(#). This would

likely add significant computational cost, especially when simulating, as we would need

to keep track of each individuals infectivity as time goes on. Studies have also shown that
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an individual can be more or less infective depending on the viral load they are exposed
to. Further, there is a link between severity of symptoms and viral load [15]. Dr Pfeil-
sticker recorded the maximum temperature suffered by each individual; we could choose
a function \(T") to estimate this viral load based on the temperature T'. Then, rather
than adding f (%), we could add A(T)f(t) to I(t). It is difficult to know how successful
this would be as there would likely be significant difficulty in choosing functions A(7") and

f(t) that accurately reflect the reality of a measles infection.

Finally, we note that our models do not allow for individuals to die as a result of the
infection. Recall that in the observed epidemic, 12 of the 188 individuals ended up dying
from measles following the eruption of their rash. It would be relatively simple to incor-
porate a death chance to each infection. We could then sample from the eruption periods
of those individuals who died to replace the assumed length under our model. Similar
to the inclusion of sampled prodromal periods, this may result in a better match to the
dynamics of the observed epidemic. This time however, with such a small amount of data
to sample from, it is possible that it could have the opposite effect as any outliers in the

data could end up being over-represented in the simulations.
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11 Appendix: R Code

Over 5000 lines of code was written in the programming language R to produce the results
discussed throughout this report. What is shown here is a snippet of this code, chosen to
best represent the techniques and algorithms used throughout the dissertation. In par-
ticular, the following code includes the simplest applications of our algorithms; the base
model log-likelihood function, the base model epidemic simulation function (and accessory

functions) and the Metropolis-Hastings algorithm applied to the base model log-likelihood.

base _log_likelihood = function(q){
S = SUS_count
I = INF _count
value = 0
for (t in 2:103){
term = S[t]|*I[t—1]xlog(q)
inf_term = (S[t—1] — S[t])*log(l—q I[t—1])
if(is.nan(inf_term) = FALSE && is.infinite (inf_term) = FALSE){
term = term + inf_term

}

value = value + term

}

return (value)

}

Listing 1: Function which takes an input ¢ and outputs the value of the base model

log-likelihood

sample_x = function (I){
x_samples = data$ERU — data$PRO
x_values = sample(x_samples, size=I, replace=IRUE)

return(x_values)
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}

Listing 2: Accessory function which samples with replacement I prodromal periods from

the observed prodromal periods

fill = function(start, I, T, d, epidemic){
if (I = 0){
return (epidemic)
}
x_values = sample_x(1I)
end = start + x_values + d
for (j in 1:1){
if (start> T | end[j] > T){break}
epidemic [start:end[j], 1’| = epidemic[start:end[j], ' 1] + 1
if ((end[j] + 1)> T){break}
epidemic|[(end[j] + 1):T,’R’] = epidemic[(end[j] + 1):T,’R’] + 1
}
return (epidemic)
}
Listing 3: Accessory function which takes the following inputs: the current state of the
epidemic, represented by a matrix of the population statistics S(t), E(t), I(t) and R(¢)
and denoted as “epidemic”, the number of new infections I, the current time t= “start”,
the maximum epidemic length T and the assumed value of the eruption period d. It then

“fills” in and outputs the epidemic matrix with each new infection accounted for

initialise = function(I, S, d, T){
epidemic = matrix(0,T,4, dimnames = list(c(), c(”S”,”E”",”1” ,"R”)))

epidemic[1,] = ¢(S5,0,0,0)

epidemic = fill (1, I, T, d, epidemic)

return (epidemic)
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}

Listing 4: Accessory function which initialises and outputs a matrix to hold the population
statistics S(t), E(t), I(t) and R(t) for a single simulation. Here, S is the number of initial
susceptibles, d is the assumed eruption period length, 7" is the maximum epidemic length

and [ is the number of initial infectives

simulate = function(S, I, q, E, d, T){
epidemic = initialise (I, S, d, T, epidemic)
day = 1
for (i in 2:T){
day = day + 1
epidemic [day,’S’] = rbinom(1, epidemic[day — 1,’S’],
q epidemic [day—1,"1"])
new_infections = epidemic|[day — 1,’S’] — epidemic[day,’S’]
if ((day + E— 1) > T){break}
epidemic[day:(day + E — 1),’E’] = epidemic[day:(day + E — 1),’E’]
+ new_infections
epidemic = fill ((day+E), new_infections , T, d, epidemic)
}
return (epidemic)
}
Listing 5: Function which performs the epidemic simulation uner the base model. Requires
the number of initial susceptibles and infectives, S and I respectively, the estimated value
of ¢, the assumed exposed and eruption period lengths, F and d respectively, and the

maximum epidemic length 7. Outputs the epidemic after simulating 7' days

MH = function (q0,N){

qS = numeric(N)

q = q0
nacc = 0
ntry = 0
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for (i in 1:N){
ntry = ntry + 1
y = rnorm(1,q,0.00125)
logratio = base_log_likelihood (y) + log(dnorm(q,y,0.00125)) —
base _log _likelihood (q) — log(dnorm(y,q,0.00125))
if (log(runif(1)) < logratio){

q=Y
aS[i] =y
nacc = nacc + 1
}
else{
as[i] = a
}
}
return(list (sample=qS, accRate=nacc/ntry))

}

Listing 6: Base model Metropolis-Hastings algorithm. Requires an initial starting value

for ¢, go and the number of required iterations N
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