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Abstract

A computer algebra system (CAS) is software that can manipulate mathematical ex-
pressions symbolically. One such system was developed in Python 3.7.4 without the
use of extensive external modules. We call it CAStle. The development process in-
volved implementing Edsger W. Dijkstra’s Shunting-Yard algorithm and various other
purpose-built algorithms. These are used to compute the answer to numerical expressions
with many supported functions and to simplify compound linear expressions in multiple
variables. Within these compound linear expressions coefficients can be composite (e.g.

(4*(243)) and non-linear “variable” expressions can be entered in an unoptimised form

(e.g. yixzwy ).
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1 Introduction

A computer algebra system (CAS) is a piece of software that mimics the paper and pencil
symbolic manipulation of mathematical expressions. This distinguishes them from tradi-
tional calculators that deal with equations numerically. In general, the chief objective of
a CAS is to replace the need for hand computation of arduous or tedious algebraic tasks.
However, the scope of a CAS within mathematics is unlimited with many programs sup-

porting number theory, group theory, probability and more.

The very first CAS, named ‘Schoonschip’ after the Dutch expression “schoon schip maken”;
‘to make a clean sweep’, was developed in 1963 by Nobel laureate Martinus J.G. Veltman.
He conceived the project in order to compute the quadrupole moment of the W boson,
which required “a monstrous expression involving in the order of 50,000 terms in inter-
mediate stages” [1]. More systems spawned throughout the 1960s to meet the needs of
theoretical physicists and Al researchers. By 1987 they had made their way to hand-held
calculators [2] and in the present day there are many general-purpose systems both free
and commercially available; perhaps the most widely recognised being Wolfram Mathe-

matica.

Computer algebra systems tend to differ in scope and focus but all include the ability
to simplify expressions. Indeed, the aim of this project was to develop a CAS from the
ground up capable of simplifying expressions. This was a very general goal, and was
later refined to the simplification of compound linear expressions in multiple variables.
Compound linear expressions are a class of expressions we define in Section 6. In order
to accomplish this goal, two data structures and various algorithms, largely original, were

implemented in the programming language Python.

The development of CAStle began with a focus on numerical computation; this was in
anticipation of calculating composite coefficients of variables. These could be very large
and include a range of functions. The first hurdle to overcome was to parse the numerical

expression, that is to process it into its constituent operators and operands (See Section



4). Once this parser had been devised, the next step was to implement the Shunting-Yard
algorithm. This converts the expression from infix notation, the notation we write mathe-
matics in, to postifr notation, a much more convenient form for computation (See Sections
4.2 and 4.3). The Shunting-Yard algorithm requires two data structures; the stack and
the queue which we implemented in Python (See Section 2). It also relies on the enforce-
ment of order of operation and associativity rules (See Section 3). The final step was
to evaluate this postfix expression and output an answer (See Section 5.1). The full nu-

merical capabilities and limitations can be seen in Section 5.2 and Section 5.3 respectively.

Once the numerical functionality was complete we moved onto simplification. This re-
quired the development of a new parser, which we call a standardiser, that converts
compound linear expressions to a standard form (See Section 6.1.1). Once an expression
is in standard form, variables are simplified and the composite coefficients are computed
using the numerical functionality of CAStle (See Sections 6.1.2 and 6.1.3). Finally, alike
terms are collected and the simplified compound linear expression is outputted (See Sec-
tion 6.1.4). Full simplification capabilities and limitations can be seen in Section 6.2 and

Section 6.3 respectively.

We also discuss the applications of fully developed computer algebra systems in Section
7. Concluding comments can be seen in Section 8 and the interested reader can find the

structure of the raw code in Section 9.



2 Data Structures and Types

Throughout the back-end code of the CAS various basic data structures have been im-

plemented for use in algorithms or custom Python functions.

2.1 Queues

A queue in computer science is a data structure that imitates a real life line or queue.
When we enter the queue we do so at the back, then as people at the front of the queue
leave, one moves forward. The next person who enters the queue will do so behind us,
this process repeats until we are now at the front of the queue and are served. This is a
First-In-First-Out (FIFO) system i.e. the person that is being served is the person who

has spent the longest in the queue at that time [3].

Definition 2.1. In computer science, a queue is an abstract data structure in which items
are kept in order. We have the principal operations; enqueue, the addition of entities to
the rear, and dequeue, the removal of entities from the front. This makes the queue a

First-In-First-Out (FIFO) data structure [1].

The queue has been implemented as a class in Python. A class provides a means of
building objects that are comprised of data and associated functions, called methods.

Methods associated with the queue class include the following;:

e Fnqueue - Add an item to the back of the queue

Dequeue - Return the item at the front of the queue and remove it

Peek - Return the item at the front of the queue but do not remove it

Check Empty - Check if the queue is empty

Size - Return the length of the queue

View - Return the queue in the form of a Python list
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Figure 1: Illustration of queue data structure [5]

The Python class implementation of a queue is as follows:

class Queue:
"n"np class that represents the first-in-first-out (FIF0) queue data
structure and associated functions

mniumn

def __init__(self):

numun

"nnTnitialises the queue class

self.items = []

def enqueue (self,item):
"""Adds an item to the back of the queue"""

self.items.append(item)

def dequeue (self):

"""Returns the item at the front of the queue and removes it"""

return self.items.pop(0)

def peek(self):
"""Returns the item at the front of the queue but does not
remove 1it"""

return self.items[0]




def checkempty(self):
"""Checks 1if the queue is empty and returns True if it is"""
if self.items == []:
return True
else:

return False

def size(self):
"""Returns the length of the queue""'

return len(self.items)

def view(self):
"""Returns the entire queue as a list with the first element

representing the front of the queue

nnn

return(self.items)

2.2 Stacks

In computer science, a stack is an abstract data structure that acts similarly to a pile of
books. That is, we can only add or remove an item from the top of the stack (or risk
it tumbling). This is a Last-in-First-Out (LIFO) system i.e. the last item added to the

stack is the only item that can be removed at that time [3].

Definition 2.2. In computer science, a stack is an abstract data structure in which items
are kept in order. We have the principal operations; push, the addition of entities to the
top, and pop, the removal of entities from the top. This makes the queue a Last-In-First-

Out (LIFO) data structure [0].

The stack has been implemented as a class in Python with the following methods:

e Push - Push an item to the top of the stack

e Pop - Remove an item from the top of the stack and return it for future use



Peek - Return the item at the top of the stack but do not remove it

Check Empty - Check if the stack is empty

Size - Return the length of the stack

View - Return the stack in the form of a Python list

6]
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Figure 2: Illustration of stack data structure [7]

The Python class implementation of a stack is as follows:

class Stack:

"""A class that represents the last-in-first-out (LIF0) stack data

structure and associated functions

nimn

def __init__(self):
"""TInitialises the stack class"""

self.items = []
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def push(self,item):
"""Appends an item to the top of the stack"""

self.items.append(item)

def pop(self):
"""Returns the at item at the top of the stack and removes it"""

return self.items.pop()

def peek(self):
"""Returns the item at the top of the stack but does not remove
lt mnimnn

return self.items[-1]

def checkempty(self):
"""Checks 1if the stack is empty and returns True if it is"""
if self.items == []:
return True
else:

return False

def size(self):
"""Returns the length of the stack""'

return len(self.items)

def view(self):
"""Returns the entire stack as a list with the last element
representing the top of the stack"""

return(self.items)

2.3 Data Types

In computer science, data is categorised into various types, these data types tell the

programming language how the data is intended to be used.
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2.3.1 Strings
Definition 2.3. In computer science, a string is a series of characters [3].

In Python, anything held inside quotes is considered a string [J]. Examples would be
“I love maths” or “2 + 2 = 4”7. Even though these examples are composed of objects
themselves, letters in the former and operands/operators in the latter, they are treated
as one string by Python. In the CAS the mathematical expressions entered by the user
are inputted as a string. This string needs to first be parsed by the CAS in order to be

computed or simplified (See Section 4).

2.3.2 Booleans

Definition 2.4. In computer science, a boolean is a data type that can take only two

values; true or false [10].

Booleans are generally used to test for a condition and we use them frequently throughout

the back-end code of the CAS in the implementation of algorithms.

2.3.3 Integers and Floats

Definition 2.5. In computer science, a float, short for floating-point number, is a for-
—exponent’

mulaic representation of a real number. They take the form ‘significand x base

where the significand, base and exponent are integers.

Definition 2.6. In computer science, an integer is a positive or negative whole number

with no decimal point [12].

Python converts decimals to floats. Examples of a float in decimal form include ‘3.1416’
or ‘0.05". Integers are as usual with the subtlety that Python treats ‘1.0" as a float de-
spite its fractional component having no magnitude. The CAS was built to be capable
of handling floating-point arithmetic in user input, evaluation and in the use of irrational

constants such as 7 or e.

Note that while the CAS allows for the use of m and e, in actuality it is only using an

approximation to 15 decimal places of the actual values. This is because floats are just
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approximations of real numbers which cannot be stored exactly in binary. As a result,
operations involving them can have strange outcomes. We see an example of such an

outcome in Figure 3.

Enter your expression:
.1+0.2

he expression has been interpreted as (0.1+0.2)

.1+0.2 = 0.30000000000000004

Figure 3: Floating-point error in expression calculation

In most cases involving numerical computation small errors and approximations such as
these will not be important. They will tend to be hidden within a longer calculation
and have very little effect on the final answer. Nevertheless the CAS will spot most float
errors, raise the error to the user’s attention and then fix them. An example of this in

practice can be seen in Figure 4.

Enter your expression:
9.1 + 0.2

The expression has been interpreted as (0.1+0.2)

0.14+0.2 = 0.30000000000000004
FLOAT ERROR: ©.30000000000000004 has been rounded to 0.3
0.3

Figure 4: Floating-point error fixed

Floating-point errors are most pressing in numerical computation when we are working
with trigonometric functions. This is due to the approximation we use for 7. The CAS
also spots and fixes these errors, alerting them to the users attention in the process. See

this below in Figure 5.
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Enter your expression:
sin(pi)

The expression has been interpreted as sin(pi)

sin(3.141592653589793) = 1.2246467991473532e-16
FLOAT ERROR: 1.2246467991473532e-16 has been rounded to ©

Figure 5: Floating-point error in trigonometric functions

In simplification, float errors represent much more of a visible problem. This is because,
unlike in numerical computation, float-errors do not disappear into the background of a

calculation. We see this in Figure 6.

Enter your expression:
0.1X"2 + 0.2xX"2

X"2 term: 0.1x"2 + 0.2Xx"2 = 0.30000000000000004X"2

Figure 6: Floating-point error in simplification

This is clearly unacceptable, we avert this issue by rounding the coefficients to a high num-
ber of significant figures. See this in Figure 7. This fixes the problem at the expense of

accuracy in a case where the user wishes to work with very small or very large coefficients.

Enter your expression:
0.1x"2 + @.2x"2

X2 term: 0.1x"2 + 0.2x"2 = 0.30000000000000004x"2
FLOAT ERROR: ©.30000000000000004 has been rounded to 0.3
@.3x"2

Figure 7: Floating-point error fixed

Not all float errors are easy to fix; it is generally a case of management, that is balancing

when to round versus what loss of accuracy is acceptable (See Section 5.3).

2.4 Lists and Dictionaries

Strings, integers, floats and booleans are all examples of data types that can be held

within a Python list or dictionary. These data structures are a type of container, ordered

14



and unordered respectively. We use them frequently throughout the back-end code of the

CAS in custom functions and implementations of algorithms.

A list, as we would expect, represents a list of elements that are referred to as tokens.
These lists, denoted by square brackets as such; [token0 , tokenl], are ordered and in-
dexed, with the first token having index 0. A queue and a stack are specific types of list

with special methods associated.

A dictionary works slightly differently to a list; they are an unordered set of pairs of keys
and wvalues with the condition that the keys must be unique. They are denoted by curly
brackets as such; {key0O:value0, keyl:valuel}. These are excellent for representing entities
as we can set attributes as keys, such as a person’s name, and then associate values to
them. Within the CAS they are used in the simplification of compound linear expressions

(See Section 6).

3 Operators and Operands

The CAS works with numerical and variable expressions. These are composed of numerical
or variable terms called operands which are linked via operators. In order to compute
answers and simplify expressions the CAS needs to be able to interpret these expressions

according to rules that are consistent and clear.

3.1 Definitions and Examples

Definition 3.1. An operator is a function that acts upon one or more inputs, sending
them to a well-defined output. Operators with one input are called unary operators while

operators with two inputs are called binary operators [13].
Definition 3.2. An operand is the object or quantity that is being operated on.

Common examples of binary operators are addition and multiplication, represented by
‘+" and ‘x’ respectively. Note that the CAS represents multiplication by the "™’ symbol

and so all expressions involving multiplication will use this henceforth for consistency.
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Unary operators come in different forms, we use the following in the CAS; prefix notation

(e.g. -2 or -x) and functional notation (e.g. cos(2) or fac(4)).

An operand can be more complex than just a single number or algebraic term. For
example, an expression made up of operands and operators can itself be an operand.
This can be seen in the numerical expression ‘4 * (2 + 2)’; the first operand for the
multiplication operator is ‘4" and ‘(2 + 2)’ the second. Here the operand ‘(2 + 2)’ is itself

a numerical expression composed of operands and an operator.

3.2 Order of Operations

When evaluating a numerical expression, the order in which operations take place is im-
portant to avoid confusion. There are a collection of rules that dictate which operations
should take precedence over others. The order is defined as follows, from highest prece-

dence to lowest: (Zazkis and Rouleau [11])

e Exponentiation
e Multiplication and Division

e Addition and Subtraction

Parentheses can be used to suggest alterations to the above order ie. (2 + 2) * 4’
forces the addition to occur first despite multiplication appearing higher in the order of
operations. There are subtleties to the order of operations that require further rules, such

as how we handle operator associativity and when to implement unary operators.

3.2.1 Operator Associativity

The associativity of an operator dictates how operators of the same precedence are im-

plemented in expressions without parentheses [15].

Definition 3.3. An operator, #, is left-associative if ‘x # y # 7z’ evaluates to ‘(x # y)

# 7’ and right-associative if ‘x # y # 7’ evaluates to ‘x # (y # z)".

16



For example, in the case of ‘1 - 2 + 37, with our above order of operations it is not clear
if we have ‘(1 -2) + 3 =2"or ‘1 - (2 + 3) = -4’. Similarly, the expression ‘8 + 4 + 2’
could return ‘(8 +4) +2 = 1" or ‘8 + (4 + 2) = 4. Exponents are also affected; we could
interpret the user input ‘4 ~ 3 ~ 2’7 as ‘(4%)? or as ‘4®°). Clearly there is ambiguity in

expressions where operators of the same precedence follow after each other.

In these cases we have to choose the associativity of our operators to best represent nat-
ural usage. Hence, the addition, subtraction, multiplication and division operators are
taken to be left-associative. There is no widely agreed upon standard for exponentiation
in programming languages, however Python uses right-associativity [16]. Therefore expo-
nentiation is taken to be right-associative. The above three examples are thus resolved

by the CAS in the following fashion; see Figure 8.
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Enter your expression:
1-2+3

The expression has been interpreted as ((1-2)+3)

1-2 = -1
Updated expression: (-1+3)
-1+3 = 2

(a) Subtraction/addition left-associativity

Enter your expression:
38/4/2

The expression has been interpreted as ((8/4)/2)
8/4 = 2.9

Updated expression: (2.0/2)
2.9/2 = 1.0

(b) Division left-associativity
Enter your expression:
4N3M2

The expression has been interpreted as (47(3"2))

372 =
Updated expression: (479)
479 = 262144

(c) Exponentiation right-associativity

Figure 8: Operator associativity in the CAS

The properties of operators are assigned in the CAS as such:

0PS = {

Op(precedence=4, associativity= RIGHT),
‘x?: QOp(precedence=3, associativity= LEFT),
¢/?: Op(precedence=3, associativity= LEFT),
‘+’: Op(precedence=2, associativity= LEFT),

Op(precedence=2, associativity= LEFT)

Note that these values can be changed at will, if so desired this allows us to work in
a mathematical space where addition has higher precedence that multiplication, for ex-

ample. Also note that associativity is redundant for unary operators such as negation,

18



however in interaction with other operators their own issues arise.

3.2.2 Unary Operator Associativity

Similar to the issues with associativity above, how the unary negative operator and expo-
nentiation interact can differ by interpretation. For example, -2 ~ 2’ can be implemented
as ‘(—2)% or ‘~(2?)’. Once again there is no widely agreed upon standard here among
programming languages [16] and so the former interpretation was chosen to avoid the
user having to write brackets around the ‘-2’ term to get the more intuitive result of ‘4’.

We see this below in Figure 9.

Enter your expression:
-272

The expression has been interpreted as (-2"2)

2722 = 4

Figure 9: Interaction of unary negative and exponentiation

3.2.3 Alternative Unary Negative Operator

Lots of problems arise due to using the same operator to represent the unary negative
and binary subtraction. Python does not have functionality to easily distinguish between
the two operators and so within the CAS the operator ‘™’ can also be used to represent
negation, this has been implemented in a manner such that it has the highest precedence

among the traditional operators.

¢77: Op(precedence=5, associativity= LEFT),
¢~2: Op(precedence=4, associativity= RIGHT),
‘*’: Op(precedence=3, associativity= LEFT),
¢/’: Op(precedence=3, associativity= LEFT),
‘+’: Op(precedence=2, associativity= LEFT),

Op(precedence=2, associativity= LEFT)
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This solution is uncommon in other computer algebra systems as they have more elabo-
rate parsers (See Section 4). In most cases involving negating simple operands it will be
unnecessary to use this operator <~ over the traditional -’. However, when working with
operands more complicated than a single variable or number (e.g. -(2 4 3)), the CAS
requires the use of the alternate unary negative operator to avoid errors. Thus expressions

such as ‘(-(2+2)) 2" must be written as ‘7(2 + 2)"2’. This can be seen in Figure 10 below.

Enter your expression:
~(242)72

The expression has been interpreted as (-(2+2)"2)

2+2 = 4
Updated expression: (-42)
-472 = 16

(a) Example of alternate unary negative operator in use

Enter your expression:
-(2+2)"2

ERROR:Use the negation operator '~' when negating complicated operands

(b) CAS flags an error for use of incorrect operator

Figure 10: Explicit vs implicit unary negative

The aforementioned errors occur due to the use of an algorithm (see section 4.3) that does
not treat unary negation as different to binary subtraction. This results in operations
occurring in a nonsensical order. The problem is averted for negating simple operands
like in -2 or ‘-x’ as the unary negative is assigned to the operand before the algorithm is

implemented (see section 4). For more complicated operands this is not feasible.

4 Parsing

Parsing is the process of interpreting user-inputted strings, mathematical expressions in
our case. The CAS asks for the expression the user wishes to compute or simplify as a

string. In this form it is one object; not a combination of operands and operators. The
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parser takes this string, breaks it into its constituent tokens and outputs a list represent-

ing the expression. An example of the parser in action can be seen in Figure 11.

Enter your expression:
(2+42)-12*fac(4)

[I(IJ I2IJ I+I

Figure 11: Parsed expression as a list of tokens

The parser has been built such that it recognises decimals and negative numbers. It also
collects alphabetic characters together to build functions such as ‘sin’ and irrational con-

stants like ‘pi” or ‘e. We can see that the parser does this correctly in Figure 12.

Enter your expression:
-2.2*sin(pi)

[l_2.2l, Tt

Figure 12: Parser capabilities

4.1 Issues in Parsing

There are various issues that arise in the development of a parser capable of analysing
mathematical expressions. A big problem is user-error; the program must be capable of
spotting issues with an inputted mathematical expression and then flagging them clearly
to the user. A frequent example of user-error can be found in mismatched parentheses;
the program cannot proceed if parentheses are not correctly handled due to the ambiguity
it causes in evaluating an expression. Hence the issue is flagged to the user so they can

re-type the expression more carefully. See Figure 13.

Enter your expression:
12/(2+4

ERROR: mismatched parenthesis

Figure 13: Parser flagging parentheses error
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Another case of user-error is the arbitrary use of spaces within an expression. The parser
must be able to interpret ‘(24+2)*7” and ‘(2 4+ 2) * 7’ in the same manner. That is, with
the irrelevant spaces removed so the end result is just a list of operands and operators
that the rest of the program can then use. Using the above example, in Figure 14 we can

see that the parser deals with spaces correctly:

Enter your expression:
(2+2)*7

L] L] L] 1 1 L] 1 1 1 1 1 * 1
[ ( s 2, +, 2, ) ) ’
(a) An expression with no spaces

Enter your expression:
( 2 + 2) *

[°C

(b) An expression with spaces

Figure 14: An example of how the parser deals with arbitrary spaces

The most pressing non-user error is how we treat the operator *-’, i.e. as unary or binary.
For example, when performing the subtraction ‘2 - - 4’ the parser must be capable of first
assigning the unary operator to the ‘4’ string and then implementing the binary operator
to get the correct interpretation of the expression; ‘2 - (-4)’. Similarly this is a problem
when working with negative functions such as in the case of ‘2 - - sin(4)’. We can see the

parser deals with these cases correctly in Figure 15.1

Enter your expression: Enter your expression:
2--4 2--sin(4)

|:r2r, r_r, l_4l] |:|2|’ -1, I'Sinl, |(|’ |4|’ |)|]

(a) Subtracting a negative number (b) Subtracting a negative function

Figure 15: An example of how the parser deals with unary operators

IThe interested reader should see the file cas_parser.py for the full code that accomplishes this
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Note that operands that themselves take the form of an expression such as in ‘~(2 +

4

2)" are not automatically negated by the parser like -2’ or ‘-sin’ are. When using more
complicated operands such as these we require the use of the additional unary negation
operator ‘77 from section 3.2.3. This is done to avoid errors that occur due to limitations

in the Shunting-Yard algorithm (see section 4.3).

4.2 Notation

We interpret and write mathematics in a notation called infiz. For example, ‘12 * (2 +
3)’ is in infiz form as the operators are inside the operands. This form is difficult to
work with in a computer program due to issues with order of operations. Simply looping
through the parsed expression from the beginning and operating as we go will not work.
For the example above ‘2 4+ 3’ must be calculated before multiplying it by 12. This is
intuitive to us in this form as we are familiar with traditional order of operations but

must be explicitly coded into the program.

One way of implementing correct order of operations is to convert the infix expression
to postfiz, or equivalently, Reverse Polish notation, named after the nationality of its in-
ventor, the logician Jan Lukasiewicz (Hamblin [17]). It is called postfiz as the operators

follow after the operands. For example, the postfix form of ‘2 4+ 3" is ‘2 3 4.

An expression in postfix notation is interpreted by scanning, from left to right, until one
hits an operator. If the operator is binary then the two operands immediately preceding
the operator are operated on. If the operator is unary then only the operand immediately
preceding the operator is operated on. The result of this operation is then inserted back
into the postfix expression in the place of the previous operand(s) and operator. This

procedure is then repeated until the expression has been fully evaluated.

Example:
The postfix form of ‘12 * (2 4 3)’ is ‘12 2 3 + *’. We scan the expression until we reach

the operator +, then we operate on the two operands immediately preceding; 3 and 2.
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This gives ‘3 + 2 = 5" and we place this back into the postfix expression as ‘12 5 *’. Once
again we scan the expression from where we left off until we reach the operator *, then
take the preceding operands 5 and 12 to perform the multiplication ‘12 * 5 = 60’. Thus

we have evaluated the postfix expression to get 60, as expected.

One big advantage postfix notation has over infix notation is the lack of parentheses; they
are not required as the order in which we make operations is obvious from the order of
the expression. Another is that the expression can be computed only working from left to

right, this makes postfix notation perfect for looping over in the back-end code of the CAS.

Prefiz, or equivalently, Polish notation, once again named after the nationality of its
inventor, Jan Lukasiewicz, (Hamblin [17]) is another way of writing mathematical ex-
pressions that solves the order of operations issue. Instead of operators appearing after
their operands, as in postfix notation, they appear before their operands. Using the same

Y

example as above; ‘12 * (2 + 3)’; in prefix form we have “* + 3 2 12’. This is evaluated

in a similar fashion to postfix notation. It is clear that reversing this prefix expression

shifts it to postfix notation, hence their respective names, Polish and Reverse Polish.

4.3 The Shunting-Yard Algorithm

Converting from infix to postfix notation is performed via an algorithm first developed
by Edsger W. Dijkstra in 1960 (Dijkstra [18]); the Shunting-Yard Algorithm, named as
such due to its operation resembling a rail-road shunting yard. The CAS implementation
of the algorithm takes a parsed infix expression and returns a parsed postfix expression.
The output is built as a queue while operators waiting to be added to the queue are held

in a stack.

A simple conversion from infix to postfix of the expression ‘5 * 6’ goes as follows:
e Input parsed expression [‘5, “*" | ‘6]

e Push ‘5’ to the output queue = Output queue = [‘5’]
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Push “*’ to the operator stack = Operator stack = [*']

Push ‘6’ to the output queue = Output queue = [‘5’, ‘6’]

ko

The expression has been fully read so pop “*’ from the operator stack to the output

queue = Output queue = ['57, ‘67, “*']

Return the postfix expression [‘5’, ‘67, “*]

The above is a simple example, however it does show a few rules already; namely that
all operands are immediately pushed to the output queue upon being read. Also, after
the expression has been fully read we pop all the remaining operators from the operator

stack to the output queue.

A more complicated example can be found in converting ‘A + B * C - D’ to postfix

notation:
e Input parsed expression [‘A, ‘47, ‘B’ ¥’ ‘C, -’ ‘D’]
e Push ‘A’ to the output queue = Output queue = [‘A’]
e Push ‘+’ to the operator stack = Operator stack = [‘+]
e Push ‘B’ to the output queue = Output queue = [‘A’, ‘B’
e Push “*’ to the operator stack = Operator stack = [‘4’, “*’]

e Push ‘C’ to the output queue = Output queue = [‘A’, ‘B’ ‘C’]

e The top of the operator stack is ‘*’ and we are considering the token ‘-’. Now,
multiplication has higher precedence that subtraction, hence we pop ‘*’ from the
operator stack to the output queue = Output queue = [‘A’, ‘B’, ‘C’, “**’] and

Operator stack = [‘+]

e The top of the operator stack is now ‘+’ and we are still considering the token ‘-’.

Subtraction is left associative and addition has equal precedence to it, hence we pop
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‘4 from the operator stack to the output queue = Output queue = [‘A’, ‘B’, ‘C’,

7 “4’] and Operator stack = [ |
e Push ‘-’ to the operator stack = Operator stack = [*-]
e Push ‘D’ to the output queue = Output queue = [‘A’, ‘B’ ‘C’, ¥’ <+ "D’

e The expression has been fully read so pop ‘-’ from the operator stack to the output

queue = Output queue = [‘A’, ‘B’, ‘C’, ' ‘47 D’ -]

e Return the postfix expression [‘A’, ‘B’, ‘C’, “*7 4’ ‘D’ *-7]

This example shows how the order of operations and operator associativity are handled
by the Shunting-Yard algorithm. A graphical illustration of this procedure can be seen

below:
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Figure 16: Illustration of Shunting-Yard algorithm implementation [19]

CAStle has the capability to output a table with step-by-step instructions on how the

Shunting-Yard algorithm was implemented.

Taking the example ‘A + B * C - D’ from

above, the program outputs the table seen in Figure 17.
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In this case the Shunting-Yard Algorithm is implemented as follows:

ACTION OUTPUT QUEUE OPERATOR STACK NOTES
o output A
. en to stack
Enqueue
Push o en to stack

has equal or greater precedence than '-'
:

from has equal or ter nce than '-°
-" token to
Enqueue D to output

Pop operator token '-' from stack to output

A
A
A
A
A
A
A
A
A

sNsNsNsResRs]

ion has been fully read so drain operator stack
The final output in postfix notation is

3 C * + D -

Figure 17: Shunting-Yard step-by-step instructions adapted from [20]

The full pseudo-code of the algorithm, including how parentheses are managed, is as fol-

lows: [21]

Initialise an operator stack
Initialise an output queue
While there are tokens to be read:
Read a token
If it is a number:
Add it to queue
If it is an operator:
While there is an operator on the top of the stack with greater
precedence:
Pop operators from the stack onto the queue
Push the current operator onto the stack
If it is a left bracket push it onto the stack:
If it is a right bracket:
While there is not a left bracket at the top of the stack:
Pop operators from the stack onto the output queue
Pop the left bracket from the stack and discard it

While there are operators on the stack, pop them to the queue

Note that an operator ‘a’ is said to have greater precedence over another operator ‘b’ if

it appears higher in the order of operations or if they appear on the same level in the
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order of operations and ‘b’ is left-associative. This is implemented into the CAS via the

custom Python function has_precedence:

def has_precedence(a,b):

"""Returns true if operator a has precedence over operator b taking

note of associativity of operations"""

if (OPS[b].associativity == RIGHT and
0PS[a] .precedence > OPS[b].precedence):
return True
elif (OPS[b].associativity == LEFT and
0PS[a] .precedence >= 0PS[b].precedence):

return True

4.3.1 Limitations of the Shunting-Yard Algorithm

The Shunting-Yard algorithm is not adapted for unary operators and so various workarounds
have been implemented into the CAS to treat them correctly. A limited solution is found
by assigning the unary negative ‘-’ to a number, variable or function before implementing
the algorithm, however this is not feasible for more complicated operands (see section
4.1). A more comprehensive solution is the addition of a new explicit unary negative

operator ‘7’ that solves the issue but is less intuitive to use (see section 3.2.3).

The Shunting-Yard algorithm also does not account for composite functions. Our im-
plementation successfully and intuitively handles composite functions with one input but
requires extra parentheses for composite functions with two inputs. For example, in the
CAS the logarithm function takes two inputs, the exponent and then the base. In order
to use functions inside the logarithm they must be bracketed so they have correct prece-
dence. The same rule applies for the modulus and greatest common divisor functions.

See this in Figure 18.
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Enter your expression:
log((fac(3)),2)

The expression has been interpreted as log(fac(3),2)

fac(3) =
Updated expression: log(6,2)
log(6,2) = 2.584962500721156

(a) Correct use of composite functions

Enter your expression:
log(fac(3),2)

The expression has been interpreted as log(3,fac(2))
fac(2) = 2

Updated expression: log(3,2)
log(3,2) = 1.5849625007211563

(b) Incorrect use of composite functions

Enter your expression:
fac(fac(sqrt(9)))

The expression has been interpreted as fac(fac(sqgrt(9)))

sqrt(9) = 3.0

Updated expression: fac(fac(3.0))
fac(3.0) = 6

Updated expression: fac(6)

fac(6) = 720

(c) Single input composite functions

Figure 18: How to use composite functions in the CAS

4.4 Postfix to Infix Algorithm

It is useful to transfer an expression from postfix notation back to infix notation. In order
to perform this conversion an algorithm was adapted from [22] to allow for both binary
and unary operators. The algorithm works on a parsed postfix expression and outputs an

infix expression as one string. The full pseudo-code is as follows:

Initialise a stack

While there are tokens to be read:
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Read a token
If it is an operand:
Push it to the stack
If it is a binary operator:
Pop two operands from the stack
Create a string of the operation
Push the operation string to the stack
If it is a unary operator:
Pop one operand from the stack
Create a string of the operation
Push the operation string to the stack

Pop the full infix expression from the stack and return it

An example of this algorithm applied to the expression ‘(2 + 2) - (12 * sqrt(4))’ can be

seen in Figure 19 below.

Enter your expression:

(2 + 2) - (12 * sqrt(4))

The expression has been parsed in the following way:

[I(IJ I2I’ I+I’ I2I, I)I} I_IJ I(I’ I12I} I:i:lJ Isqr‘tl’ I(I,

The Shunting-yard Algorithm has been implemented to receive:
[I2IJ I2I’ I+I’ I]-2IJ I4I’ Isqr\tl-, I;i;lJ I_I]

The postfix to infix Algorithm has been implemented to receive:
((242)-(12*sqrt(4)))

Figure 19: Infix to postfix and back again

5 Evaluating Numerical Expressions
Now that we have implemented the Shunting-Yard algorithm and developed a parser

capable of processing numerical expressions, we are ready to begin computation.

5.1 Computation Algorithm

Once the expression is in postfix form it is trivial to compute the answer; we saw one
simple example in Section 4.2. The algorithm that achieves this takes a parsed postfix

expression and outputs the answer. The full pseudo-code is as follows:
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Initialise a stack
While there are tokens to be read:
Read a token
If the token is a number:
Push it to the stack
If the token is a binary operator:
Pop two operands from the stack
Perform the operation
Insert the result back into the expression 1list
If the token is a unary operator:
Pop one operand from the stack
Perform the operation

Insert the result back into the expression 1list

We also developed an accessory algorithm that is functionally identical to the above but
suppresses the output of the answer and instead outputs specific error messages for each

operator, if an error is encountered.

5.2 Capabilities

The CAS has numerical functionality similar to and in some areas exceeding a scientific

calculator. A full list of the features associated with numerical expressions is as follows:

Compute numerical expressions with various functions implemented

Round the answer to a user specified number of significant figures

Output relevant error messages

Output step-by-step instructions on request

Output the expression in parsed and postfix form on request with step-by-step

Shunting-Yard instructions

The program can perform most numerical calculations with the basic operators, most

trigonometric functions, and a large range of other functions including the factorial, square

32



root and more. The full list of implemented functions and operators, and how to use them

can be seen in Figure 20.

The following operators are

to the power of y
multiplied by y = x
divided hy oy
plus vy

minus y

of x
root of x

Exponential of x =
Absolute value of

Factorial of x f
Sine of x

Cosine of

Figure 20: Numerical capabilities of the CAS

The CAS also spots and makes the user aware of errors in their expression. These include

parentheses and function errors that are triggered when the input is invalid. Figure 21

shows some examples.
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Enter your expression:
fac(3.5)

3.5! = Undefined
ERROR: The factorial function only accepts non-negative integers

(a) Factorial error message

Enter your expression:
asin(2)

arcsin(2) = Undefined
ERROR: Inverse sine only accepts values on the interval [-1,1]

(b) Inverse sine error message

Enter your expression:
log(-2,4)

log(-2) (base 4) = Undefined
ERROR: The logarithm function only accepts positive numbers

(c¢) Logarithm error message

Figure 21: Error message examples

Step-by-step instructions are provided, on request. This can be useful for long winded
calculations. It also allows errors in the program to be discovered much more easily as
we can spot exactly which operation caused the issue. These instructions are created by
the CAS by implementing the algorithm in Section 4.4 at each stage of the calculation in
order to rebuild the infix expression from its postfix form. An example of this in action

can be seen in Figure 22 below.

Enter your expression:
((12#2)/3)-fac(3)"2

The expression has been interpreted as (((12%2)/3)-(fac(3)"2))

12*%2 = 24
Updated expression: ((24/3)-(fac(3)"2))

24/3 = 8.0

Updated expression: (8.0-(fac(3)"2))
fac(3) = 6

Updated expression: (8.0-(6"2))

6”2 = 36

Updated expression: (8.0-36)

8.0-36 = -28.0

Figure 22: Step-by-step instructions of solving an example expression
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Finally, the CAS can round answers to an amount of significant figures the user inputs as

Figure 23 shows.

Enter your expression:
log(2,e)

Do you want to round your answer?: [y/n]
y’

How many signifcant figures do you want your answer to be rounded to?:
3

Do you want step-by-step instructions?: [y/n]

The expression has been interpreted as log(2,e)

log(2,2.718281828459045) = ©.6931471805599453
Evaluating your expression to 3 significant figures gives the following answer:

©.693

Figure 23: CAS rounding an answer

5.3 Limitations

The limitations of the CAS are generally a result of floating-point arithmetic and the
associated approximations (see section 2.3.3). Not all floating-point errors can be fixed.
This is due to the difficulty of balancing rounding such that float errors are caught whilst
maintaining an acceptable level of accuracy. Figure 24 shows one example that falls

through the cracks.

35



Enter your expression:
1.2%3

The expression has been interpreted as (1.2%*3)

1.2*3 = 3,5999999999999996
3.5999999999999996

Figure 24: Unresolved floating-point errors

Python, like other programming languages, can only work with very large or very small
numbers up to a point. The largest possible float Python has access to is ‘1.7976931348623157e+308’,
any larger and Python outputs ‘inf’ in its stead. The smallest possible float is ‘2.2250738585072014e-
308’. It is unlikely that any expressions in the CAS will require larger/smaller numbers

than these. We can see an example of this in figure 25.

Enter your expression:
1/1e~-326

The expression has been interpreted as (1/(1e7-320))

l1en-320 = le-320
Updated expression: (1/le-328)
1/1e-328 = inf

Figure 25: Floating-point infinite representation

Floating-point arithmetic is also only accurate up to a certain point. The upper bound
on the error of a floating-point number in Python, called the machine epsilon, is equal to
‘2.220446049250313e-16". More formally, this is the difference between one and the next

largest float.

Float errors also make operations involving complex numbers difficult to implement. In
theory they are possible with CAStle, as they are supported by Python, however in ap-
plication float errors make their use very unwieldy. As a result many of the algorithms
would have to be adjusted significantly to spot when the CAS is dealing with a complex

number. Thus we exclude them from the list of capabilities.
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Finally, the list of available functions is not complete; most of the very common or simple
functions are implemented, however some are missing such as the floor and ceiling func-
tions. Less frequently used functions such as the gamma function or partition function,
for example, are not in CAStle. Adding functions to the program is relatively simple, and

in theory most functions that deal with real numbers are possible.

6 Simplifying Compound Linear Expressions

The main function of our computer algebra system is the simplification of compound linear
expressions in multiple variables. Limiting ourselves to these expressions streamlines
the process of simplification, this is because we can now always be sure what form our

expression will come in. This reduces the back-end logic required by orders of magnitude.

Definition 6.1. A real-valued linear expression is an equation that can be manipulated
into the form ag + a1 + ... + a,x, = 0 where x1, ..., z,, are the variables and aq, a1, ..., a,

are the real coefficients.

A compound linear expression is equivalent to a linear expression where the ‘variables’
can be simple non-linear expressions without operations or coefficients such as ‘xyz’ or
‘219275 An example of a compound linear expression is ‘12z2zy~3 + 4zyz - Twzwz’.
Henceforth we refer to compound linear expressions as linear expressions and the above

simple non-linear expressions as wvariables. We do this for readability. The numerical

component of the CAS was developed to service the simplification function.

6.1 Simplification Algorithms

There are various hurdles that must be overcome in the development of a CAS that can
simplify expressions.

6.1.1 Parsing Linear Expressions

The first issue is how we parse a linear expression. The parser developed for this pur-

pose builds upon the numerical parser from Section 4. We refer to it as a standardiser.
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By restricting ourselves to linear expressions we ensured that the user input, which is a
single string, will always be predictably structured. The standardiser takes this string,
and converts it into a list in standard form. This form separates operators, variables and
both simple and composite coefficients/constants. Composite here just means composed
of operations. For example, we can see how the expression ‘(4 + 2) + 3z — (5 * 3)y®’ is

standardised in Figure 26.

Enter your expression:
(4+2) + 3x72 - (5*3)y~3

[.(4+2)|, |+|’ |3|, IXAZI, |_|, I(S*B)I, Iy/\3l]

Figure 26: Linear expression in standard form

This is accomplished by using an algorithm we developed. Firstly the numerical parser is
applied to the user’s expression to output a list representing it (See Section 4). Then we
use the following algorithm to output the expression as a standard list. The logic relies on
two booleans; these are b_run and v_run. If b_run is True then the algorithm is currently
building a composite coefficient string, if it is False then we are not. The boolean v_run
is similar except that it detects when the program is building a non-linear term such as
‘v2yz’. We refer to these terms as variables for simplicities sake. This stops the program
from terminating the building of a complicated variable term early. The full pseudo-code

is below:

Parse the linear expression into a list using the numerical parser
Initialise the number of expected close brackets b_num = 0
Initialise two booleans b_run and v_run = False

Initialise an empty 1list to hold the standardised expression

While there are tokens to be read:
Read a token
If the token is equal to (:
If b_num is equal to O:

Initialise coefficient b_co as an empty string
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Set b_run as True
If b_run is True:
Combine b_co with the token into one string
If the token is equal to (:
Increment b_num by 1
If the token is equal to ):
Reduce b_num by 1
If b_num is now equal to O:
Append the finished composite coefficient to the
standard list
Set b_run as false
If the token is a number and we are not building a variable or
coefficient:
Append the token to the standard list
If the token is an operator and we are not building a variable or
coefficient:
Append the token to the standard 1list
If the token is not a number or operator and we are not building a
variable or coefficient and we are not at the end of the list:
Initialise variable v as an empty string
Set v_run as True
If v_run is True:
If the token is an operator or we are at the end of the list:
Append the finished variable to the standard 1list
Otherwise:

Combine v with the token into one string

To best understand this algorithm it is helpful to work through a simple example; we will
use the expression ‘(1 (2+ 3))z?y? +22%. Firstly we parse it into the list [*(’, ‘1’, ¥, ¢(’,
QB ) ) a2yt 20 4 27 e ¢ 3] using the numerical parser.
The initial state of our two lists is as follows:
e Expression list = [‘(°, ‘17, %, (7, 2, ‘47, 3", ), ), ‘o, 77, 2,y 720 2,
‘a3

e Standard list = | |
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Now we begin to work through the algorithm logic. Reading tokens left to right from the
expression list we get the token ‘(’. This is an open bracket and so we know we are going
to be building a composite coefficient, thus we set b_run as True and initialise an empty
string b_co = “ 7 to hold this coefficient. We also know to expect a close bracket token

sometime in the future, hence we increment b_num by one to 1.

Then we add the token ‘(” and the empty string together to receive b_co = ‘(. Now we
read more tokens from the expression list; if the token is not a close or open bracket we
combine the token with our b_co string. The first two instances of this loop results in
the string b_co = ‘(1*". The next token is an open bracket ‘(’. We now know to expect
another close bracket string sometime in the future, thus we increment b_num by one
to 2 and combine the token with our b_co string. The next few iterations of this result
in the string b_co = ‘(1*(2+3’. Now the next token is a close bracket ‘), we thus reduce
the number of expected close brackets b_num by one to 1 and add it to the coefficient
string. Repeating this process with the next token, which is a close bracket, results in
the composite coefficient string b_co = ‘(1*(2+3))’. Now the algorithm checks the value
of b_num; it is equal to zero and thus we know to stop building the coefficient. Hence we

set b_run as False. Now we append this string to our empty standard list.

: : 7(7(7(*7(7(7(’576747(75’\’67(7("7(747(7
e Expression list = [‘(°, ‘17, 7, ¢(7, 27, ‘47, 37, ¢)7, <), ‘o, 7720y 20 44

‘ZE’, (’\77 437]
e Standard list = [(1*(2+3))’]

The next token in the expression list is ‘z’. This token is not a number or operator and
we are not currently building a variable or coefficient string and we are not at the end of
the list. This tells us that we should begin building a variable string, thus we initialise
an empty string v.= ‘7 to hold it and set v_run as True. The logic of building a variable
is simple due to our constraints on variable terms. All exponents in the variable must be
simple, i.e. no operations, thus we know to stop building the variable either when we are
at the end of the list or we come to an operator. Thus looping through the tokens in the

above expression list, adding them to the variable string and stopping when we hit ‘4’
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results in v = ‘z?y?’. We now set v_run as False and append the finished string to the

standard list.

: : _47474*7‘7474’5747(7(’5’\’4747("7(747(7
e Expression list = [‘(°, ‘17, 7, ¢(7, 27, ‘47, 37, ¢)7, <), ‘o, 7720y 2 44

‘aj” (’\7’ 437]
e Standard list = [{(1%(2+3))’, ‘z?y*’]

The next token in our expression list to be considered is ‘4’; we are not currently building a
composite coefficient, hence this is just a simple operator and we append it to the standard
list. The following token is ‘2’; for the same reason as above this is just a simple coefficient
and we can append it to the standard list.

Py Expression hSt — [((7’ 117’ (*7’ ((7’ (27’ L+7’ 637’ 4)7, 4)7 (xJ’ (/‘7’ 6277 ¢y7’ (A7’ (27’ (+7’ 127’

?

‘.T’, <A77 437]
e Standard list = [(1%(2+3))’, ‘w?y?, ‘+’, 2]

The remaining few loops run through the process of building another variable string with
the subtlety that the operation stops because we are at the end of the list and not due to

hitting an operator. Hence the final state of our two lists is as follows:

: : _(7(7(*7(747(7(7(7(7(74"’(7(7("7(7(7(7
e Expression list = [‘(°, ‘17, 7, (7, 27, ‘47, 37, ¢)", <), ‘a?, 7720y, 20 442

‘ZE’, 4/\7, 437]
o Standard list = [(1%(2+3))", ‘a2y?’, ‘47, ‘2", ‘@]

We have successfully parsed the compound linear expression into a standard form. By
doing this we now have the advantage of knowing what to expect from our expression,
i.e. when we come across a variable term the preceding term will almost always be a
coefficient and the following term will either not exist or always be an operator. We
have also combined the composite coefficients into one string, ready to be computed
by the numerical wing of CAStle. This is a strong foundation for the rest of CAStle’s

simplification logic to build on.
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6.1.2 Commutativity in Variables
Definition 6.2. A binary operation ‘a # b’ is commutative if ‘a # b’ = ‘b # a’

Now that the CAS has parsed the linear expression, we have to ensure that variables that
are equivalent, but inputted in different forms, are converted to one standard form. In
most cases this will be an issue of commutativity, that is to treat the variable ‘xy’ as
equivalent to ‘yx’. However it also includes accounting for unorthodox user inputs such

as converting ‘z®" to ‘1’ or ‘y'’ to ‘y’.

In Python, the variables ‘xy’ and ‘yx’ are strings and thus distinct objects; there is no in-
nate sense of commutativity and so it must be explicitly implemented. This is important
if we want to deal with expressions that have complicated variables such as in ‘2zyx +
3xyz’, for example. In order to achieve this we devised an algorithm that takes a variable
string from the user input and outputs it with exponents simplified and variables appear-

ing in alphabetic order; this ensures that commutative variables are equivalent.

The algorithm has two functions, it can spot that ‘xy’ = ‘yz’ and it can take ‘vzzz’ and
output ‘z*’. These two features combined allow the CAS to convert very complicated
and unoptimised variables such as ‘zz?yy°23ryz2?" to the much simplified form ‘x?y?z*".

The main logic of the algorithm relies on runs.

Definition 6.3. A run is a sequence of consecutive equal objects. The length of a run is

equal to the amount of objects in the run.

The variable ‘xxzx’ contains a single run of length four whilst the variable ‘zzzzxryrww’
consists of five runs. We explain the algorithm using the example above; ‘vz?yy® 23xyza=2.
Firstly we break the expression into a list using the numerical parser and some further
simple logic to receive [‘a’, ‘@’ 77 27y’ ‘Y’ 7707 27, ) B,y 2 2 e
‘-2’]. This list now represents our variable; however the notation is clunky so we move to

string notation for readability.

Once we have the variable term sufficiently parsed, we must deal with the exponents. We
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refer to the components of the variable term such as ‘x’ as sub-variables. We remove all
sub-variables in the expression with exponents and replace them with a run of the sub-
variable with length equal to the exponent. If the exponent is negative, we replace the
29

sub-variable with a run of its upper-case form. That is, we send the list ‘zz?yy°z3zyzz~

to ‘xxryzzzeyzX X'. Then we sort this list alphabetically; ‘X Xxxzryyzzzz2'.

Now that the variable is sorted alphabetically and has had all exponents removed, we
initialise a Python dictionary to represent it. This dictionary works as such {key = sub-
variable : value = exponent}. If the sub-variable is only present in its upper case form we
initialise its value as -1, if it is present only in its lower case form we initialise the value
as 1 and if the variable is present in both its upper and lower case form we initialise its

value as 0. The dictionary for our example variable is initialised as {‘x’:‘07, ‘y”:‘1", 2”1’}

The runs in the list ‘X Xzxxzryyzzzz’ are now used to update the dictionary values. We
loop through the list and compare each token to the token immediately in front of it. If
they are upper-case and equal we reduce the variables dictionary value by 1 and if they
are lower-case and equal we increase the variables dictionary value by 1. Applying this to
the list ‘X Xazzaxryyzzzz results in the dictionary {‘x’:2°) ‘y’:‘2’, <27:*4’}. This process
is equivalent to initialising the dictionary as {‘x’:‘0’, ‘y’:‘0’, ‘2’:‘0’} and using the length
of the runs instead. That is, increasing the dictionary value by the length of a lower-case
run and decreasing the dictionary value by the length of an upper-case run. While more

elegant in theory, it is simpler to implement the former algorithm in Python.

We now have a dictionary that represents our variable, the final step is to build a string
of the variable using this dictionary. For nice notation we make sure not to include any

[3al]

sub-variables with exponent zero and avoid including the operator for sub-variables

of exponent one. Implementing this outputs ‘z?y?2*" from {‘z’:‘2’; ‘y’:‘2’, 274’} We
have successfully simplified ‘zz?yy®z3zyz2~2" to ‘z?y?z*’. This is now in a form we refer

to as standard, i.e. variables appear in alphabetic order from left to right. This means

that z22yy’22ryze~2 and 23z 3yzxayr3; two variable terms that look nothing alike, both
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evaluate to ‘z?y%z* and can then be equated when collecting alike terms later on in the

simplification process. We can see this in Figure 27.

Enter your expression:
XXM2yyr0z 3xyzxh-2

The variable xx"2yy”@z”3xyzx"-2 is equal to: x"2y~2z"4

(a) First form of the variable

Enter your expression:
z"3xM-3yzxxyx”3

The variable z”3x"-3yzxxyx"3 is equal to: x"2y"2z"4

(b) Second form of the variable

Figure 27: Equivalent variable expressed in two different forms, evaluated successfully

This algorithm only works with variables represented by lower-case alphabetic characters
as we need access to an upper-case form to work with negative exponents. Powers also
must be integers and cannot be composite, i.e. no operations in the exponent. The full

pseudo-code of the algorithm is as follows:

Parse the string into a 1list
While there are tokens to be read:
Read a token
If the token represents a variable with an exponent:

Pop the associated exponent, variable and token
from the 1list
If the exponent is non-negative:
Insert the variable in lower-case to the list a
number of times equal to the exponent
If the exponent is negative:
Insert the variable in upper-case to the list a

number of times equal to the exponent

Sort the list alphabetically

Initialise a dictionary with keys = sub-variables and

44



values = zero

If the variable appears in the list in upper-case:
Reduce the dictiomnary value by 1
If the variable appears in the 1list in lower-case:

Increase the dictionary value by 1

While there are tokens to be read:
Read a token
If it is equal to the token immediately in front of it:
If the tokens are upper-case:
Reduce the dictionary value by 1
If the tokens are lower-case:
Increase the dictionary value by 1

Build the variable from the dictionary into a string

6.1.3 Computing Composite Coefficients

We now have our linear expression as a list with all variables simplified to a standard form.
The next step is to use the numerical functionality of the CAS to compute the composite
coefficients. This process uses a very simple algorithm wherein composite coefficients are
extracted from the list, run through the Shunting-Yard algorithm, computed and then

inserted back into the list. The full pseudo-code is as follows:

Standardise the expression into a list

Simplify the variables in the list

While there are tokens to be read:
Read a token:
If the token is a composite coefficient:
Pop the token
Apply the Shunting-Yard Algorithm
Compute the answer

Insert the answer back into the 1list
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Applying this to the expression ‘(4 +2) + 32% + (4% (2+ 3))z? results in the list seen

in Figure 28.

Enter your expression:
(4+2) + 3x"2 + (4*%(2+3))x"2

[[6[} l+ , l3l, IXAZIJ l+l, lzel, IXAZI]

Figure 28: Computing composite coefficients

6.1.4 Collecting Alike Terms

Now that we have computed the composite coefficients, simplified the variables and stan-
dardised the linear expression into a list, we are ready for the final step in the simplification
process; collecting alike terms. This is achieved by an algorithm that represents the ex-
pression via a dictionary with keys for each variable and coefficients for values, i.e. {key

= variable:value = coefficient }.

We loop over the standardised list looking for variables, if this is the first time we have
seen the variable we initialise it into the dictionary with its corresponding coefficient. If
we have seen the variable before, then it will have already been initialised and we increase
or reduce the corresponding dictionary value by its coefficient. In this step we treat the
constant terms as their own ‘variable’. This simple process outputs a dictionary contain-
ing every variable in the linear expression with their coefficients collected together. The

pseudo-code is as follows:

Initialise empty dictionary
While there are tokens to be read:
Read a token
If the token represents a variable:
If we have not seen the variable previously:
Initialise the variable as a key in the dictionary with its
coefficient as the value

If we have seen the variable previously:
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Add or subtract the coefficient of the variable to its

dictionary value

Now that we have created a dictionary that represents the simplified linear expression, the
last step is to process it into a string that can be outputted to the user. As a part of this
process we take the unordered dictionary and convert it into a form that can be ordered.
This is done to achieve nice notation where constant terms are placed at the front of the
expression. Also, variable terms appear in the expression in ascending order by the sum
of their exponents, i.e. ‘3xyz +4x? +12+4x~1 is outputted as ‘124 4w~ 1 +42% + 3zyz’.
We have now achieved simplification functionality for linear expressions. As an example,
applying all the above algorithms to the expression ‘(4 +2) + 12zyx + (4% 3)xyz — 2 + 3y*’

outputs ‘6 + 3y? + 24xyz’. See this in Figure 29.

Enter your expression:
(4+2) + 12zyx + (4*3)xyz - 2 + 3y~2

CAStle has simplified your expression to:
A + 3y"2 + 24xyz

Figure 29: Simplification example

6.2 Capabilities

The CAS is capable of simplifying a class of compound linear expressions using the algo-
rithms detailed in the previous section. We developed it with natural notation in mind,
this means the user can input their expressions in the exact same form that they would
write them on paper. That is, there are no unnecessary multiplication signs, exponents
such as in ‘22% or ‘4z!’ are not required and terms with a coefficient of one can be written
without the coefficient, as in ‘z3’. These are all steps outside of the standardised form we
saw in Section 6.1.1 and so lots of extra logic is required in the application of the above

algorithms to account for these various cases.

The CAS is also capable of outputting contextual step-by-step instructions. The genera-
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tion of these instructions makes the application of the algorithms much more involved as

we have to spot when we are dealing with constants versus variable terms. An example

that details the full capabilities of the simplification function can be seen in Figure 30.

Enter your expression:
3770 + (sqrt(l6)*(5+2.5)) + x"2x*-3 + 3.5xyzxyz + dzyxzyx - (2*4)y*2 + (sin(pi))

Do you want step-by-step instructions?: [y/n]

variable z*® is equal to: 1
The variable x"2x"*-3 is equal to: x"*-1
The variable xyzxyz is equal to: x*2y"2z"2
The variable zyxzyx is equal to: x"2y"2z"2
The expression has been simplified to: 3 + (sqrt(16)*(5+2.5)) + x*-1 + 3.5x"2y"2z"2 + 4x™2y"2z"2 - (2*4)y"2 + (sin(pi))
The constant term (sqrt(16)*(5+2.5)) has been interpreted as: (sqrt(16)*(5+2.5))
sqrt(le) = 4.0
Updated expression: (4*%(5+2.5))
5+2.5 = 7.5
Updated expression: (4%7.5)
4*7.5 = 30.0
The expression has been simplified to: 3 + 30.0 + x*-1 + 3.5x"2y"2z"2 + Ax"2y"2z"2 - (2"4)y"2 + (sin(pi))

coefficient of (274)y"~2 has been interpreted as: (2°4)

expression has been simplified to: 3 + 38.0 + x*-1 + 3.5x"2y*2z"2 + 4x*2y*2z"2 - 16y*2 + (sin(pi))
constant term (sin(pi)) has been interpreted as: sin(pi)

sin(3.141592653589793) = 1.2246467991473532e-16
FLOAT ERROR: 1.2246467991473532e-16 has been rounded to @

The expression has been simplified to: 3 + 30.8 + x*-1 + 3.5x*2y*2z"*2 + Ax"2y*2z*2 - 16y™2 + O
Constant term: 3 + 3@ = 33

x"2y"2z"2 term: 3.5x"2y"2z"2 + Ax"2yM2z"2 = 7.5xM2y"2z72

Simplifying your expression gives the following answer:

33 + x*-1 - 1léy"2 + 7.5x"2y"2z"2

Figure 30: Full simplification algorithm applied to an example




6.3 Limitations

The simplification functionality has some limitations, a full list is below:

e Variables must be lower-case alphabetic characters
e Exponents of variables must be integers
e Exponents of variables must be simple, i.e. no operations within the exponent

e Compound linear expressions only

Allowing for variables other than lower-case alphabetic characters would require the de-
velopment of a new variable simplification algorithm as the current one relies on the
existence of an upper-case form to represent negative powers. Similarly, requiring integer

powers is a result of runs requiring integer lengths (See Section 6.1.2).

Composite exponents are very possible, however a new standardiser would have to be
created to correctly build variables. This is because the current algorithm assumes brack-
ets appear only in coefficients or constants. The more pressing problem is that without
allowing for decimal exponents we predict the user would be frustrated with the restric-
tion of their composite exponents having to evaluate to an integer. Errors would be very

frequent (See Section 6.1.1).

Finally, the restriction to compound linear expressions was the basis for the entire de-
velopment of the simplification function and lifting this restriction would require starting

from scratch with much more general algorithms.

7 Commercial Computer Algebra Systems

There are various fully-fledged general-purpose computer algebra systems currently avail-
able, both free and paid. The most commonly used are Mathematica [23], Maple [21],
SageMath [25], Maxima [26] and SymPy [27]. Each tends to focus on different areas; for

example, SageMath has extensive number theory capability, Maple is excellent for data
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analysis and visualisation while Mathematica has machine learning and neural network
features. All the above computer algebra systems have strong simplification ability in-
cluding Mathematica, the underlying CAS of Wolfram Alpha. In Figure 31 we can see

that Wolfram simplifies expressions into various different forms.

% WolframAlpha

Simplify x*2 + 2x+ 3x + (x+1)*2+2 a

Ifs Extended Keyboard * Upload 33 Examples >3 Random

nput interpretation

simplify ¥ +2x+3x+x+ 17 +2

Results: More forms | [ [& Step-by-step solution |

2x+1yx+3)

2% +7x+3

1 , 25
S@x+77 - =
8 8

Figure 31: Wolfram Alpha simplifying a complicated algebraic expression [25]

7.1 Applications of a CAS

Commercial computer algebra systems are used frequently in education and research.

7.1.1 In Education

Those advocating for more CAS use in the classroom have drawn comparison to the
introduction of the calculator (Koepf et al [29]). For example, when working with tran-
scendental functions it was common to perform paper and pencil computation, now with
the widespread use of calculators the need for these methods has gone and performing
the same computation takes seconds. It is possible to imagine a future classroom where
the same thing has occurred to paper and pencil symbolic algebra. For example, when
performing arduous integration through the use of partial fractions. This in fact is al-

ready taking place in some schools around the world. In recent years computer algebra
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systems are seeing more use within the classroom at both primary and secondary level [30].

In higher education computer algebra systems are used much more extensively, with many
universities integrating their use directly into their courses. One study states that more
than half of participating mathematicians reported using a CAS in teaching, with one-
sixth expressing frequent use (Lavicza [31]). An example can be found at the University

of Nottingham where MATLAB is either taught or used in various modules.

CAStle has educational value in the form of step-by-step instructions for both linear ex-
pression simplification and numerical computation. In particular this is useful for showing

the order in which algebraic/computational steps should be taken.

7.1.2 In Research

Computer algebra systems have seen extensive use in mathematical research. One study
found that more than two-thirds of participating mathematicians indicated at least occa-
sional use of CAS in research with one one-third indicating frequent use (Lavicza [31]).
An example can be seen in Houston and Sime [32], where symbolic algebra was exploited
to approximate systems of partial differential equations. SymPy and FEniCS were used,
the latter of which is a PDE equation solver package with an inbuilt CAS written in
Python.

51



8 Conclusions

We have achieved the goal of simplifying compound linear expressions in multiple vari-
ables. This capability was built upon the successful implementation of numerical com-
putation functionality. The limitations of the CAS, aside from the restriction to linear
expressions, are generally a result of floating-point arithmetic. These cause errors in com-
putation and complicate the simplification of variables. For future development within
the scope of the systems current focus on linear expressions, I would endeavour to build a
class representing rational numbers. This would fix many of the issues surround floats as
their use would be avoided almost entirely. However this would require a complete rework

of the application of most of the algorithms in the back-end of CAStle.

CAStle was written in Python; this comes with lots of benefits. Unlike many other pro-
gramming languages, Python was developed with object-oriented design as a pillar of the
language. This means that data structures such as the stack and queue can be developed
easily using Pythons class system. Other structures such as the list and dictionary come
built-in. Python is also very easy to learn, with syntax that is often much simpler and
more readable than other languages; this results in code that is far easier to maintain and
write for a beginner. It is feasible however that one day the capabilities of CAStle could
be limited by our choice of language as relatively few general-purpose computer algebra
systems are written in Python. Instead we would opt for C++ or Wolfram Language, the

proprietary language of Wolfram Mathematica.

Whilst keeping the scope of the CAS relatively restrained, future development could
include building functionality to expand brackets and factorise expressions. Or we could
be more ambitious and move in a pure direction and attempt to include support for Group

or Number theory capabilities.
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9 Raw Code

The back-end of the CAS consists of over 2000 lines of code split into 9 files and bun-
dled into an executable. If the reader is interested in the code, the following is a short

description of each file discussed in the most logical order:

e cas_data_structures.py - This file has classes representing the queue and stack

data structures with their associated methods.

e cas_parser.py - This file contains code responsible for parsing mathematical ex-
pressions, including functions that split strings in various ways, check the data type

of an input and ultimately the parser function itself; parse.

e cas_shunt.py - This file is responsible for implementing the Shunting-Yard algo-
rithm on infix expressions; there are two main functions, one that outputs the postfix
expression and another that outputs tabular instructions. These rely on a dictionary
called OPS which contains every operator and their precedence level/associativity
properties. There is also a function responsible for checking which of two operators

is of higher precedence according to the above properties.

e cas_deshunt.py - This file has code capable of converting postfix expressions back
to infix notation. It relies on dictionaries which split the operators into four different
categories. These are the UNARY_OPS representing single-input functions, the
BINARY_OPS representing the normal five binary operators,
SPECIAL_BINARY_OPS representing double-input functions and
SPECIAL_UNARY_OPS which represents our ~ operator.

e cas_modify.py - This file has two functions, one rounds a numerical answer to a

specified number of significant figures and the other turns integer floats into integers.

e cas_evaluate num.py - This file contains the code that computes the answer to
numerical expressions in postfix form. The responsible function takes two argu-
ments, the expression itself, and the answer to the question of whether the user

desires step-by-step instructions.
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e cas_error_message.py - This file consists of one function responsible for generating

€ITor messages.

e cas_simplify _linear.py - This file is responsible for simplifying linear expressions
in different variables. The main function, called simplify_linear, implements an
algorithm on a linear variable expression in order to collect alike terms. Another
function, called commutative, takes unsimplified variables and simplifies them (e.g.
xxyyx to x"3y"2). The function standardise is a type of parser that takes already

parsed expressions and standardises them into a form the rest of the file can use.

e CAStle.py - This file contains the main logic responsible for using the systems var-
ious features. The main function; C'AStle, allows the user to input their expressions,
request simplification or computation, round their answer and finally attain access

to the parsed and shunted form of their expression.

o CAStle.exe - This is the executable.
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